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Abstract

1 Introduction

The rough set concept (cf. Pawlak (1982) is a new mathematical tool to reason about vagueness
and uncertainty.

The rough set theory bears on the assumption that in order to define a set we need initially
some information (knowledge) about elements of the universe - in contrast to the classical approach
where the set is uniquely defined by its elements and no additional information about elements of
the set is necessary. (The information about elements can be presented, for example, in a form of
an altribute-value system called also an information system). Evidently, to some elements the same
information can be associated and — consequently — the elements can be indiscernible in view of
the available information. Thus the indiscernibility relation is the starting point of the rough set
theory. It turns out that vagueness and uncertainty are strongly related to indiscernibility and can
be defined on its basis.

2 Basic Concepts of the Rough Set Theory

Vagueness for a long time has been pursued by philosophers and logicians and in the recent years
attracted attention also of Al community. The idea of a vague concept (set) is related to the so
called boundary-line view, which is due to Frege (cf. Frege (1904)). The concept is vague if there
some objects which can not be classified neither to the concept nor to its complement, and are the
boundary-line cases.

For example, the concept of an odd (even) number is precise, because for each number it can be
decided whether it is odd (even) or not - whereas the concept of a beautiful women is vague, because
for some women it cannot be decided whether they are beautiful or not, (there are boundary-line
cases). Difference between the lower and the upper approximation is a boundary region of the
concept, i.e., it consists of all objects which cannot be classified with certainty to the concept or



its complement employing available knowledge. The greater the boundary region, the more vague
is the concept; if the boundary region is the empty set the concept is precise.

In the rough set theory each vague concept is replaced by a pair of precise concepts called its
lower and upper approzimations; the lower approximation of a concept consists of all objects which
surely belong to the concept, whereas the upper approximation of the concept consists of all objects
which possibly belong to the concept.

Formally given any subset X of the universe U and an indiscernibility relation I, the lower and
upper approximation of X are defined respectively as

IL(X)={eecU:1(z) C X},

M(X)={e e U :I(z)NX # 0},

where I(z) denotes the set of objects indiscernible with z.

The boundary region of X is the set BNy(X) = I*(X) — L(X).

If the boundary region of X is the empty set, i.e., BNy(X) =0, then the set X will be called
crisp with respect to I; in the opposite case, i.e., if BN;(X) # 0, the set X will be referred to as
rough with respect to I.

Thus the concept of the rough set can be seen as an implementation of Frege’s idea of vagueness.

Vagueness (roughness) can be characterized numerically by defining the following coefficient

L. (X)]
0= o)
where | X | denotes the cardinality of the set X.

Obviously 0 < ap(X) < 1. If ay(X) = 1, the set X is crisp with respect to I; otherwise, if
ar(X) < 1, the set X is rough with respect to I.

A vague concept has boundary-line cases, i.e., elements of the universe which cannot be — with
certainly — classified as elements of the concept. Hence uncertainty is related to the question of
membership of elements to a set. Therefore in order to discuss the problem of uncertainty from the
rough set perspective we have to define the membership function related to the rough set concept
(the rough membership function). The rough membership function can be defined employing the

indiscernibility relation I as

I [ X 0 I(z)|
Hx\T) = —7 7
0= "0

Obviously, 0 < pk(z) < 1.
The rough membership function can be used to define the approximations and the boundary
region of a set, as shown below:

L(X)={z € U pk(a) = 1},

I'(X) = {z € U : pk(z) > 0},
BNyi(X)={z e U:0 < uk(x)<1}.

One can see from the above definitions that there exists a strict connection between vagueness
and uncertainty in the rough set theory. As we mentioned above vagueness is related to sets, while
uncertainty is related to elements of sets.

Thus approximations are necessary when speaking about vague concepts, whereas rough mem-
bership is needed when uncertain data are considered.



3 The Theory

The rough set theory have inspired a lot of theoretical research. Many authors have studied algebraic
and topological properties of rough sets. Besides, a variety of logical research, directed to create
logical tools to deal with approximate reasoning have been published by many authors.

The rough set concept overlaps in many aspects with many other mathematical ideas developed
to deal with and vagueness and uncertainty. In particular many authors were involved in clarifying
the relationship between fuzzy sets and rough sets (cf. e.g. Dubois and Parade,1992, Pawlak and
Skowron,1994). Extensive study of the relation between the evidence theory and rough set theory
have been revealed recently by Skowron and Grzymala-Busse (1994). The rough set philosophy in
data analysis is close to statistical approach. Comparison of these two approaches can be found in
Krusinska, Slowinski and Stefanowski (1992). Another aspects of statistical connections to rough
sets has been considered by Wong, Ziarko and Ye (1986) and Ziarko (1993) and others. Important
issue is the relationship of rough set theory to boolean reasoning, which has been deeply analyzed
by Skowron and Rauszer (1992). Many authors have give attention to connections of the rough set
theory and other important disciplines, like mathematical morphology, conflict theory, concurrency,
Petri nets, mereology, neural networks, genetic algorithms and others.

4 Applications

After ten years of pursuing the rough set theory and its applications it is clear that this theory is of
substantial importance to AT and cognitive sciences, in particular expert systems, decision support
systems, machine learning, machine discovery, inductive reasoning, pattern recognition, decision
tables and the like.

The rough sets approach has proved to be a very effective tool, with many successful applications
to its credit. A variety of real-life applications in medicine, pharmacology, industry, engineering,
control systems, social sciences, earth sciences, switching circuits, image processing and other have
been successfully implemented (cf. Slowinski, 1992).

The rough set theory seems to be particularly suited to data reduction, discovering of data de-
pendencies, discovering data significance, discovering similarities or differences in data, discovering
patterns in data, decision algorithms generation, approzimale classification and the like.

5 Further Prospects

The rough set theory have reached such a state that some kind of summary of its theoretical
foundation is a must.

Besides, further development of the theory seems badly needed. The most important one seem-
ingly is the theory of rough functions, similar to that considered in nonstandard analysis. Various
approximate operations on rough functions are needed in many applications, especially in approxi-
mate (rough) control theory based on the rough set approach. Rough continuity of functions, rough
stability of control systems are exemplary problems which require formulation in the framework of
the rough set theory. Also appropriate formulation of complexity, which could be used to analyze
control algorithms is necessary in this context.

Problems related to incomplete and distributed data seem of primary importance. Algorithms
based on the rough sets approach are very well suited to parallel processing, especially when appro-
priate hardware could be developed. Computing machine based on the rough set concepts, seems



to be at hand. Beside practical aspects also more general look on concurrency can be gained in the
framework of the rough set theory.

Closer investigation of neural networks and genetic algorithms in connection with the rough set
view can contribute to better understanding the above said disciplines and lead to more efficient
algorithms.

Last but not least research on rough logic seems to be very promising both theoretically and
practically. The rough truth, rough consequence relation investigated by Chakraborty and Banerjee
(1994) and by Lin and Liu (1994) seems to be a very good starting point to this end.
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