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Prace zgtosit Andrzej Blikle Many proBlems of artificial intelligence are connected with
' ) classification of objects. A new approasch to claggification, ba=-
sed on informationsystemé theory, is given in this paper and ap-
pl;cat‘on to the automation of inductive inference is outlined.

This approach leads to 2 new formulat*on of the notion of

fuzzy sets (called here the rough sets). The axioms for such
sete are given, which are the same as axioms of topological
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Kaaccupuxaums OCBEKTOB IIPH IOMONM aTpufyroB

TloAX0Z4 K MAKYKTHBHOMY BHBOLY = - -

'Muorné npoCaeMH HCKYCCTBEHHOTO EHTenexmd cﬁaaaﬁu_c.xnéccn—-
' @MRanzeﬁ o6pexT0B. B HacTosmel padoTe mpeAcTaBlERA HOOMHTHA HO- ©
BOTO B3rAAZa Ha TPOGJNEMH KIaCCHMQUKALUYM HA OCHOBE TEODPHUH nadOp~
MAIMOHHHX CHCTEM, & TAKEE MPUMEHGHNE ero K aBTOMATH3aIUK uﬁny—
KOMOHHOT'O PacCyXZeHms. .
ara nonuTRaAuexxy MpoumM BeXET K HOBOH JopuyMpPOBKe . NOBATHS
Pa3MHTOI'0 MHOXECTBA (xoTopHe 37€CH HAsHBAETCA NpHCIMESHHHM MEO-
#6cTBOM). JAHH AKCHOMH TaKHX MHOXECTB. OHE ABARNTCH KACHTHIHHE

¢ aKCHUOMaMy TOMOJNOTHYECKOTO 3aMHKAEMA B BHYTDEEHOCTH.

-

. INTRODUCTION - -

Many problems of artificial inteiligenoe are based on

‘clagsification df_objecis. We ﬁrqpose here somewhat new approach

to claseification inspired by resulis of_Mich%lskiljgj.
Départuné point of the approach is the notion of an»infor-
mation systém introduced By Mapek, Pswlak in [1:] and modified
by'Pawlak[:QJ, which'ié>called here Knowledge Representation
System. We.ehow here that if we clasgify objects by means of

attributes exact classification is often impossible. We propo-

ge in this cagse approximate (upper and lower) classification,

by means of two relations "X surely belongs to X" (x & X)

and "x possibly belongs o X" (xE’K).K) The method leads to

very simple classification slgorithm, which ie outlined at the

) end of the paper. Applicatioﬂ of this method to'medica} diag-

nosis is briefly discussed.

1; KBUWLEDGE REPRESENTATION SYSTEM

By s knowledge representation system (KRS} we shall meen

.

a 4-tup1§
5 = <{ X,AL,V,Eg %

where:

%) These two relations 5£ , &€ can be agssumed as a basis for
wrough sets" theory, the problem however will be discussed
elsewhere.{ln the appendix we give only axioms for such
theory.
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X - is the set of objects,
‘A - ig. the set of attributes, )
V= U Vg = Yy vi‘.S'the get of values of ‘a ‘(oAx; domain
- a&ld of a) T
g -~ ig s kpowledge function from Xx 4 into V,‘ such

that ~ S’(x,a)é v, for every x&X, a€A.

We agsume that each attribute has at least two values. Any

pair (a,v), a €& A, vé:-va will be called descriptor of attri- -

bute  &.
For each x€X, fx ig to mean a function from A into
V guch that S'x(a) = ¢(x,a). This function will be referred

to as knowledge-about X in S.

Let ’5/,, a&A denote a binary relation on X defined

as follows:

X ~y iff f(‘x,a) = ?(y,g)..
-~ 8 .

One can easily check thet % is an equivalehce relation.

Let B CA. By '\f we shall mean a binary relation on
X defined in the following way

‘ S AN
b& B

Obviously /];/ is also equivalence relation.

If B = A we shall also write instead ‘X, ‘S, and the
relation ?S, will be called clasgification generated by systenm
S “Equ_ivalence clagses of the relat'ion h§ will be called

elenentary sets of the system S. If every elementary set

of system & has exectly one element then eystem § will be
called sgelective.
in epmpty set ¢ and every set being unidn of some ele-

)

stary sets of 5 %ill be nalled composed set of S.

' 2. KPPROXTNATIONS IN KRS

. Tet. 'S V-"'V<'X,A,V‘,M§‘> be a k‘nowlecige_ re_pfeséﬁfation sy~

,s‘tem ‘and _1et' YS_’- I, By T wev_ ‘shall mean the smallest compo-

sed se}“h..",ot VS_ “ gontaining vI‘,_“-a:‘nd by ~ Y we denote the great-
egt coxrnpos,e/d’ éet of -5 contained in Y. Set —f will be re-
ferre;i to as upper aglgroximation of Y in 5, and Y - as
“lower apgroximatidn of ¥ in Be

If gystem S \is ael_ectivé then obviously 'T=_Y. for
any-YQX inA Se O ‘

‘et S = <£X,A,V,8> be a knowledge repreésentation
system and iqf C(X) be any classification of X i,e.
C(X) = (x1,x2,...,xk’j) k> 1 iLZ X, = X, and

2N - @ for 144, 1,3 = 1yeee,ke

By upper approximation of E{(X) in - S we shall mean the

" femily C(X) & -(}-(-1 ,i'z,...,xl':} , and lower approximation of

C(Z) in S is the family C(X) = {X,,X5pe+,% 4. Of course

if S -is selective then G(X) = £(X) = C(X). Otherwise

E(X) JE(X) and neither E(X) nor _Q(X) are cla@sifications.
Our main task is connected with the problem how to- exprass

éiven classification C(X)! be means of.classifica.tion fé’ or

in other words = how to express classification C(X) by meens

of attributes of the system S.

"If Y -is the upper approximetion of Y in S then

‘2? is to mean gccuracy of this approximation which is defined

- -8B

card(Y) .
card (Y}

Yz

ana gimila .;bly
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card(Y)"

‘ZE" card(Y)

',Card(Y).ia ‘t“o ‘uiéax"x.thﬂe‘ numben of élemenfs 6f the set Y._‘

Accuracy p 3 _(orlglr-‘f) :Lé_ the real number fr{)m”the ip;—-”

iérvel(d,i)énd is one for the selective system.
~ Dispersion of. Y in 5 is: the number

Js ca:;'d(;) ‘- card(_‘{)
Y =

card(Y) : ) -

For selective systems dispersion of ‘each set Yex is .
always zeroe-

Ve exte\nd the notion of accuracdy and dispersion for
claggifications. ' .

Let S = £ X,4,V,80 “-be a knowledge representation sy=-
stem ané C(X) a classification. Upper >and lcwer accuracy.of
Athe classification C{(X) in system S 1is defined as follows:

k

Z card(_I_(i).
1=
v = 3 -
Y’Zg("‘) card{X) -
ca‘rd(l_’l)
76{1) T )

card ()_(il

Dispersion of the clessification C(X] 'in system 5 is

if lower approximation of every class X

- -9' -
3% REDUCTION OF ATTRIBUTES

. Tet S = L XAV, 8D be a knowledge represenfation
'syste.in:;endi C(X) = {X1."""Xk& classification on X. The

. emallest set B A will.be called G(X) - reduct of 4 in S

; of C{X) is union
of s'on'le_»equivalence classes of the relation B. Similarly =-
—Ci(X} - reduct. of A .in» S is' the amallest set B & A such
that upper approximation of every class X, in c(x) 1is
union of some equivalence-classes of the relation ’Bv.

Thus if B is c(x) - réduct {or T{X) - reduct) of &

in S _.it means that we can obtain the sawe upper and lower

approximations of the classification C(X) using only the set B-

of attributes instead the original set 4. So some attributes
in the system are éuperflous from that point of view.
C(X) - reduct of A will be denoted by As(xys and

similarly C(X) reduct of A is denoted by A3 (1)

4, DESCRIPTION LANGUAGE OF EKR3

In order to describe knowledge abou;c objects with each
gystem S a description language LS will be associated.

Expressions (terms)- of the language Lg ) are built up
from constants 0,1 descriptors | (a,v), aeA4, ‘ve v, combined
by symbols of boolean o'pere.tiona +, . ) A~ in the usual wey.

. Terms of the language LS are denoting subsets of objects
of the system S. Constants 0,1 are denoting the empty set

:f , and the whole set X of objects in the system S res-

pectively. Descriptor ({a,v) is tc mean the set of all objects

-x im 3 sguch that gy(a} = v. Roolean operszrations +, . ,

are interpreted az set thscretvicsl cperaztions union, intersec-

tion 2nd complement respectively.

A
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R ~ R L

‘ferms t,8 are syntactically equivalent in S ifome

If g lE ‘a term in Ls, ' ‘th'en 'tvh‘e s:eﬁ‘vaf 'v_obj_"e'ctk'a_'d.enrofva’d?_' :

by & w1ll be wrltten as G’s(t). RS _1. e T f,{t ; ‘ vv.of'them can "be: obtalned them ‘another one by means of. axioms
.Term % will be called escrlgtion of the set G'(t)- i _f', g 'of boolean algebra and apecific axioms cf the systems (Rules
it Y c X and there exists a “term’ t in Ls’ such that t _l 3of transformation). : ' ,
is deecription of 'Y in 5 [(iee. C'(t) = Y) then £'e will - , 4 Terms _t, § are semantically equlvalent in S if snd
be called describsble set in s. Tmo terms by F in LS are . only if they ere syntactically equivalent in S
semantically equivalent in S if (7 (ﬂ = (T (s)- R PR 5 . This pro.i»arty is known as the completeness properly of

Term t will be called dlementagx 1n L “{or short ele- ' -|‘ : the languagee. : '
mentary) 1f 1t is of the form (a1.r e (aa.r ) ...'(an,v n)' , . " :

' L T : 5. MAIN PROBLEMS
where -.<a1,.-.,a '& vi aj . » » . 3 .

: : ¢ interested in t ith th 1lowmi b-
If t is an elementary term in Ig then (Té(t) is an ele- We are interested in vhiﬂ Péper with the following pro
mentary set im S. 50 elementary terms in - Ig are "names" of lems: : o . ‘
elementary sats in S T ’ (1) Charscteristic description. Given xnowledge represen=
ementa .. . o v

‘Term t isin normal form if % = ¥4 + %3 reset by ) tation system 3 = & %,4,V,37 and 018981f}09t10ﬂ c(X) =

Pind description in Lg- of each cless X

where ti are elementary terms- For. every'term t -~ in Ls . "(,Xp---» kT . v
. s 5 . of cl sslflcatlon c(X Becsuse in genersl case the systenm
there exists term 8 .10 QS in normal form gemantically a {X). a in g a y

equivalentbta t. SO describeble set in § ' are union of same

s~ is not selective then classes of the classification are

elementary sets in.  Se So the notion of an’ elementary set not describable sets in S. So We are unable to give descri-

and the notien of composed set are exactly the ‘seme. ption of them in Lge We can have only descriptions of lower

-

Po tranaform terms of the languege Lg preserving its and upper approximations of each class X; of c(X).

gemantics we can use axioms of boolean algebra and ‘the follow- i More exactly, if C(X) = 4:x1,...,xk}, then the family

. o of terms £t ,...,t #ill be called lower description of
ing specific axioma: -1 k lower desScripv.Of

o(x) i (t ) = xi for i = 1,...,k, and similarly the

a1, ~la,v) = ; {a,m) ,' . ’ _ A ' family {t ,...,tkysuoh that (g (t ) = x for i = 1yeessk,
:e% . o : k élB called upper description of C(X).
a ] . ‘JHL———————B-———
' ‘ _If terms ti (t ) are built up from the set of atiribu-
- . \ . ‘ . ' tes ’c(x) (AC(X)) then we shall call eorresponding families
A2 z {a,vi =1
Ve :

.of terms reduced lover deacrlgtwon of C{X) or reduced upper
a _—

description of C(X) respectively.
3. (a,v) O (a,m) = 0 for v, %€V, and V £ w.

-—
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The problem of flndlng 1ower and upper descrlptlons of

C({X! 'is. rathsr'91mple and the correeponding algorithms will
be glven in: the ‘next sectlon. The algorlthm for computlng
reducts of: the set of attributes im somewhat more dxfflcult

and will be not discussed here.

(ii) Classification. The dlaesifipation problem is formu-
lated as foilows: . - o
Given system S = ZX,A,V)?> , classification C(X)’=
-,(X1,...,ij , lower and upper description of C(X).:and san
elementary term t in Dge Find term %, .guch that
O" (t) & (T (t;); If such term does not exist, - find all terms
?J. such that G g(t) _.S(t )
The classification algorithm is very simple and it is
based on the fact thst in ordér to check whether (;é(t) (t
ig elementary) is included in 675(5) or not, it is enough
to translate s to normal form and check whether s contains
t as an elementary term or‘dot. . . s
. The clgmsification algorithm says hqw to clagsify objects,
given by description (correspbnding elementéry term) - accord-
ing to assumed §lassification and knowledge representation.
If the systex S 1is gelective we cen clagsify object exactly,
i.e. to each object we can find exactly one classs to which it
belongs. If the system S 1is not selectiye exécz classifica- -
tion of .objects is impossible and we can fin& only approximate
classificgtion, i.e. we are able to find only lﬁwer or upper
approximetions of class io which considered oﬁjectevbelengs.
VWie can reformulate the situation also in different manner.
If we know that xeX we shall sey "x belongs.sux‘ely to .}Z”

{x& Z); if we know that xe&X , we shall say "x pelongs possib-

C 1y to I" (x & X;. 3¢ if whs ¢

_are-given sel

-3 -

first we ask whether ngen object- surely belongs to some clals.

. If the answer 13 poaltive the 014531flcat10n pProcess. ‘ig fnish-

ed; if not - we ask about ‘classes to which the object belongs

possibly, obtsining classes to which congidered object may be~

longe.

(iii) Characteristic sets (Samples). In many areas of ar-

$ificial inteiligence e.gs learning, inductive interﬁence,automg-—
tic hypotheses generation etc., we want to infer some general
properties of objects from finite gample (finite number of exa=-

mples). The question how to find a sample of a given get of

‘objects is of main importance for this kind of problems. Solu~-

tion of this problem in our model is very simple.

Le£ ty, t, denote description of describable sets Y,2 in
system S. If Y& Z and ty = t,, then Y will be called,
sample (or characteristic get] of Z‘ in 8. If. ¥ ie mininal

set such that ¥ is sample of 2 in § then ¥ mill bé called

proper gample (or proper charscteristic set) of 2 in S.

Thus if 2 --<Z1.--,,Zk} , is a deccribable set in S and
Z1,..-,Zk sre elementary sets, %then any set gonsisting of

some elements of all elementary sets 21""’Zk ig sampls of

7. TIf we take one element from esch elementary sets 21,...,Zk

we obtsin proper sample\bf 7. Thus if we have systen

S = £X,4,V,8> and classificsiion J(X) = {Kyyereri ke
can find proper samples of each describable class Xi ag showmn
before. If class Xi is not deseribable in S we can fina
proper samples only of it upper or lower zpproximations {wnich
are describablej in the same monner ss before. Conversely, if we

<7
i

supposed tc be & sample of some set Z in

_zystem 3; we have to he sure thst U ooniscine. representoilives




As,mentioned before main problem connected with classifi-”’
cation in the proposed model is to flnd upper and- lower des-

cription of each clase of the classification. We shall outline

in thia paragraph an algorlthm which glves upper and lower des-

criptlon of each class of the clssslficatlon.

We agsume that elementary sets of system S are represen-

ted in computer memory a8 records structured as shown in flg. 1.

T " b_ — T — T
oc | cc [ e [oc‘L ce B | cc}sc| ... Jeciosc
N —— - - _J__/
. objects ) N - classes
OC - object code ; ) V 7 .-

CC -~ clase code
ET - elementary temm

SC -~ sort of class .
‘Fig. 1.

‘ Each object of a given‘elemen+ary set is reprcsénfod in’

- the record by its code (db;ect code = 0OC) .and class code (CC)
i.e. code of the class to which thls object belongs. Next we
have in the record an elementary term describlng consldered
elementary set, and then each class of the classlflcatlon ig- ..
represented in the record by its code and sort of the class..
Sort of the class may have values 0,1,2. Scrt'o, of the clagsyi
is to meancthat none of thebobjuct in the reco?d lsiin the cless
i; 1 - is to denote that all object in the record helong to

»

class i; 2 - is to mean that there are some object in the

=15 -
record belonglng to class ie
Because gort of each elass is computed from class codes of
each chect in ‘the record - so they are superflous in the recofd.

However for slmpllflcatlon of the algorithm 1t isg worthwhlle to

vhave thls information dlrectly in the record. So by means of

1ist,of such records.we can represent each system S = <(X,A,V,g >
and classification ¢{x) in computer memory. l

In order to £ind "lower description cf a class we have to
iead‘.out elementary terms from all records having in i~th class
sort number 4; upper approximation of i-th class is the sum of

all elementary terms occubing in records having in i-th class

“sort Y or 2 ( ¥ 0).

Thus one run through the list of records slve upper and
lower description of each class.
We can also compute‘easily in the same run'accuracykand dig~

persion of the classification.

7. APPLICATION TO MEDICAL DIAGNOSIS

Consigder a medical data base cencerning some patients. Each
single patient in the data base is described diagnostically,
pathogenetically, prognostlcally and therapeutically. Usually
this description con51st of sentences in orddnary Engllsh, how-
ever it can be easily replaced by"attrlbute - value" type des~

cription. Thus patient description can be treated as an elemen-

tary term in some description language.

Assume wz are interested in classifying patients in two
classes only, for example having heart disease or not. This rin-
formation is given in the position CC in the record: O - for

"not™ and 1 - for "yes".
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'Crgaﬁizing.the data base as a file of recordé-mentione&'iﬁf .

the: previous section we can easily find characterisbic;descrip;_

tion (lower and upper) of ill patients, and solve the classifi-~-
cation problem, which can be formulated as follows: given a da-

ta base as mentioned before, concerning some patient ;nvestiga—

ted for heart disease. So beside tbe.describtion of the patient

in the data base we have the information whether each patient
is i1l or not. . ; ’ IR
. Now we can ask whether description of the class of 411 pa~
tient is characteristic for the100nsidered<disease or not; pos—~
sibly with some appfoximation. If so every new case can be dér:
vided on the basis of itéAdescription, i.e. héving the descrip-
tion of a new patient we have-to check only whéther this des~ -
cription,fits to the class of ill patients (or its lower or up-
per descriptior}

" In the case of approximate 6lassification we can compute
the accuracy of l8wer and upper approximation. If the  accuracy -
is not good enough we can add new examplés to the data’béée and
compute whether they improve the accuracy essentially or not.
If it is the case we can use now the extended data base as.a
sample of ill patients - if not, we have to search for new ex—
amples improving thg accuracy of the system. In this way we ob-
tain a lea;ning'élggrithm which gives better decisions with
increasing number of examples accumulated in the_databbase.

To this end let us remark that fhe,updqting‘algorithm is
very simple. Adding new example to the data base wé have to ‘

check first whether such example zlready exists in the data

new record to the data base accord-

u

base. If not, we have tc ad

ing to the rule given before. If such a case already exist in

-

i S AR el Skl

=T -

.

the data base we have then to acd to the corresponding record,

the rieéw case and update “éort of the class" code of this re~

card according to tbe rules

cc old sC new 8C
0 0 0
0 1. 2
0 2 2
1 0 2
K 1 1
1 2 2
where
CC = 0 means healthy
cC'= 1 beurt‘disease 4
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AFPENDIX. ROUGH SETS

In order to déal with situations in which the membership
function is not defired univocal we propose here two member—

‘ ship functions ‘ég ; (surely Sélongs), and €& (possibly belongs}.
This can be-conéiderrgs an alternative approach to fuzzy éet
theory introduqed by Zadeb. )

Tet U .ébe a fixed set. Subset of set U are dented be
X,Y,2 ete., ¢ “is tq mean an empty set.
With each set X we associate its upper approximation T

and lower approximation X. Then both membership functions

Z s & are defined as
x&X iff x e X, .
xeX iff zeX.

We assume the following axioms for approximations:

I

1. ¥I23x2%X :
2. T=0=0

5. ¢ =¢ = ¢

4 XUY‘=}U; R

5. xnr=xnI

6. L=1X

7. =X g -

- (<3

wm
Jpd sl )i
n
1
1
s

" nse stéhda;d topological methods.

T =19 -
It is easy to see that an upper approximation of set X
satisfy axioms, of topological c¢losure, and axioms of lower

approximation of X are due to axioms of interior operation.

"Thus in order %o deal with approximate classifications we can

\
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