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"Abstract -« [Cogepmamge - Streszcgenie

In this paper the ma thematical model of information
system ie investigated. The notion of an attribute is‘a
starting poinf of our investigations. The dependeﬁcy of
attributes is discussed and some basic properties of atiri-
butes are stated. Then the notion of & subsystem is defined

and some operations on informetion systems are discussed.
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0 teorii systemdw informastycznych.

I. Pojecie systemu informacyjnego.

W pracy bada éie pojecie matematycznego modelu systemu
informcyjnego., Punktem wyjscia do rozwazan jest pojecie
atrybutu. Nestepnie bada sie¢ pojgclie zaleznoscl a‘trybutév‘v
oraz inne ich wiasnosci., Na koniec wprowadzone jest pojecile
‘podsystemu informacyjnego oraz okreslone i badane s3 pewne

dzia?anis na systemach informecyjnych.

INTRODUCTION

This paper, first in the|series,reports part of the activi-
ties of the Information Storage and Retrieval Systeme Group at
Wersaw, ‘ -

We propomed and invsgtigated in this Group certaln mathema-

tical model for attribute based information retrieval systems.

This model was first vpublislied by Pawlak [13] end extended
by Marek and Pewlak EBJ. In thie report we use' som{wﬂéf new
formulation!of the discussed model after Pawlak C14] and atate
aomev new problems. -

The idea of an information syetem inveétigated in this re-
port is slightly relsted to ihat of Salton £15] and Wéng, Chiang
[19_] however thers i3 an essentisl difference betueen them. In
our approach in contrary to r15] and [19] the information lan-
guage is formally introduced and intensively investigated, giving
a powerful tocl very useful in infomtion retrieval system design
and offering deepur ingight and understanding lof phenomena involw
ved in information prosessing. . )

The propomd model of information aystem, have beon implemen-
+ed (ses Margaaski ESJ in an information retrieval system for
agriculture libkrary. The implementation shows many smperior fea-
tures. of tﬁisj nathod‘ to cther known methods of informatior re-
trieval, (for exampla’inverted files metho‘d).

Purther theoretical and practical investigations in this
field are under way {see for example Jaegerman [31 Konikowske,
Traczyk (4}, Lipski [5], Lipski, Marek [61, E. Oriowaka {_:10],
[_11], M. Orowska {:12], Traczyk [16], Wakulicz [18}%



1. INFORMATION SYSTEMS

In ihia parasgraph we give the basic noiions of the paper,
which #ill be discussed in detaile in the resi of. the paper.

The main potion is that of information gystem..The basic

component of an information sysiem 1a & finite met of objects
X, for example humen beings, books, etc. The objecis are clas-
sifiod by means of & finits set A of stiributes. With every
attfibute a &4, there ;s asscciated a nen-empty set Va of
values of an attribute aj Va #ill be also referred ic ag
domsin of attribute a., For lpstance if e i "gex" then
Va = {méie, female}, if & is color, tken Va = {;ed, green,blué}.
Yaturally some atiributes can share the eet of values, for
example domein of atiribute “length" and "height” is the same
gand 1t is the se:t of nonnegative resals.

In orcer %o “deeqribe" eome p;oparties cf objects we in-

troduce & function ¢ from Xx i inte V{(V = U v js eush
. ' agh

that f(x,a)e?g for every xe&X and agh,

Thig is io mean that by meens of {the function § @8 se-
gociate with each object ita descripiion = a set of aitribute
vBi28.

Now we can give formal definition of ap information system
{see Pawlsak £14]).

By an information system #g eiiall mean g2 4w-iuple

s N
E = LINV, £,
where
I~ 18 a finits set of objiscisg,
i PP LA

i = 2p & Tinite satl of ztiritu=er,

;
¢ ox V. . waoers Va iz the 3ot of values of avtribute e,

.- -

‘ ﬁe define the domein of attribute a as

Va -{v;v H erX g(x,e) »- v}.

Example 1

Let us consider very simple informetion systiem defined as
followas ' .
X -{x1 ,ké,i3,14,153 ,
Am {eex, salary, age} .
V= (94
v ‘{vsex KIS u vage‘&"
where .
Veex -.émele, female} ’

Voa1 = {10&, medium, highy ’

vage = {&oung, mediﬁm, ol@}.
The salary "low" ig less than § 6000 a year; "medium" -
between § 6000 and § 24,000; Whigh" - more than § 24,000 a year:.

The age "youﬁg‘ is to mean less than 21j;"medium®” = between.
21 = 40, “old" more than 40.

The function ,f in our example is defined by the followingzg
tables

X : SEX SALARY AGE
f -

x4 male low young

x, ﬂ male high ' medium

23 female low young

Xy male : medium - old

X5 female - low: medium

¥We shall also use the notion of a descriptor of an attri-

bute a.




-8 =

By a descriptor we shall mean any element of the set{a}x Vg
Thset is to mean that descriptors éie paire of the form{a,v),
wheré 1rev§§ Por instance in example 1 the following are
descriptors: (AGE, young), (SALARY, low), (SEX, male)ﬂ

For every xéX we define the function. £ from 4 into
Vv such that §_(a) = §£(x,a)s We shall call this function in-

formation (or data) about x in S.

For instance in example 1 information about X, is the fol- -

lowing function:

SEX . SALARY AGE

‘gx =

2 male high- middle

In other words information sbout x in S i=s simply.a et
of descriptors corresponding to all attributes in the system.

Thus wé may write information about z, in the form:

{ (SEX,male), (SALARY, high), (AGE, middley)}.

Iet us notice that our information about objects is exhaus=—

tive and exclusive, i.é., values of each attribute exhaust all

possibilities, and only one attribute valne can be associated
with sach object.

Becauee we deal in this paper only with finite systems, that
is systems having finite number of objects, finite number of at-
tributes and ;inite domains of atiributes we may identify the
notion of an information systems with the finite table defin=
ing the functica §. The columns of the taSle, labelled with at=-
tributes, are composed of values of corresponding attributes
and rows of the table, labelied #ith objects, are Informations
about corresponding otjecis. Of course we admit occurence of the
seme rowe in ths table. Returaslly the order of c¢olumns and rows

in the table is inpsigrificant.

- 9=

-2, PROPERTIES OF INPORMATION SYSTEMS

In the paragraph we shall give séme more details about in=-
formation aystems which will give better insight in the conside;
red notion. ~

Any function ¥ from A into V such that for every
a, ¥(a) &V, will be called information in S. The set of all

informations im S will be denoted by Inf(S). There are aviden-

tly

I card{V_ ) e
aéA . a :
informations (different) in the system S.
For instance in the example gifen in the previous paragraph

we have

cafd(v Y . card(vsal) e card(V_ __) = 2.3.3. abiﬁ informations.

gex age

For every Y & Inf(S), we define Xy ={xe1: & = ‘f’}.

We can interpret X\‘V a8 a get of all objects x&X whose in-
formation in S is identical with 90 ..This is %o mean/that
objects baslonging to the set Xq¢ are undistinguishable in the
system 3.

An informstion / is said to be gmply iff X,= & .
Ctherwise it is said to be nonempty.

An information y’ is said to be melective iff card(Xyﬁ = Te
Sysvem 35 1is @aid to be selective iff every norempty information
in '8 ig selective. A system S is said fo be oomglgte iff
every information in 8 ia'nongempty.

Ezample 2 o

Iet S = £ X,A,V, 90 be an information system defined by

the table



X2 Pp | 93 | T2
_13 P.‘ q2 I‘.'
’ . < p

The funétion ¥ such that ( {a) = Py, L/(b) = g, ‘
F(c) = r, is an informatien in S and X ¢ - {xleB?[’ because
X =fxeX: 5, . .

w{xex: ¥V ¢_(a) sfa)Y =

aeA

e N {zexig(x(a) fla)]
a&A

= {xens ¢{x,a) = plj' n
NdxeX: olx,b) = a,f O

‘-n{xemf(x,c) '.1‘13”' _
= {xl,x?;,xl*} ) '{xl,xﬁ Gé.l,x}‘; =
S
So the system is ﬁéithsr gelective nor- cémplete, because
card(Zp) = 2 and there are empty i;:.formations in the aystem, foxr
example ‘ff(a) =Py vad (b) = a4, ‘f’/(c) = . ,
Tet S = < X,4,V,§ be an information system. We dsfine
two binary relations ,/;(8 &), and S on S ‘in the following
way: . ‘ '

x 4y iff glxe) = ¢ (y,al,

§.-5,

[

y
o]
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Two objects are in the relation /;' iff they are undistin-
guishable witl; reapect to the attribute a; and similarly, two
objects are in the relation /.“:’ if they have the same informa-
tion in S. (i.e., they are undistinguishable with respect to
every stiribute a €A)e. ,

In the recent example x;-y %, (xl‘,x4 are undistinguiehable with

respect to the attribute a because fx (a) = < {(a) and
: 1 4

objects xl,13 are undistinguishable with respect to every attri~
bute in Aj i.e., xlf‘s'xy because fxl - ?x3"
It is easy to check that:

. N P~
For every information syetem S = < X,A,V,€., a, S,

are equivalence relations on X and.
~ )
S = e .
a&h

. N
The equivalence classes of the relation S will be called

elementary (atomic) sets in S or when X is fixed, elementa-
ry (atomic) sets. The family of all elementary sets in S will

be denoted by Esc
Example 3.

et S = £ X,A,V,€> be an information system defined

a8 follows

X a b

Xy Pq q4

X2 Pq 94

X3 | Py 92
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The partitions generated by the eystem are depicted below ] end if i not empty informetion then X ¢ is an alementa-

ry set in S. In other worde informations generate a partition

of the set X, and this is exactly the partition generated by
11 X4 N Pl
the relation S .
X, x5 Thus with avery elementary set in S we can associate
exactly one information in S, and conversely, with every in-
x x
3 6 formstion in . S we can associate exactly one elementary set in
. g . 'y “aa% . S ( poscibly an empty set).

. ~ Let S = &£ X,A,V, £ be an information system. We shall
Thus the partition 8 consists of itwo equivalence classss

3
define & rew information system S = LES,A,V,g?‘ /", called

(x1’x2’133 ,-<x4,x5,x6'§ i the representation of the syatem S, where

A~
Partition b ives also two equivalence classes
¢ : g% H ESxA - ¥V
fxpoxpxpoxsds Lrpxed s and

A~

o~ e le 2 =
and the product partition S = % 0'b consists of four elemen- 37 le,a) v, e&lg, amih

tary sets ' if and only if

Crvmd Gl e - Glewi - v ,

That is to say if we clasgsified objects of a given get by

for all x &e.

means of all attributes and their values (descriptors) we suto- In other mords if we remove all duplicate rows in the table S

matically introduce a partition of the set of all objects. In and replece objects by elementary sets containing this objects

each squivalence class (elementary set) of this partition there in the table §, 80 we obtain represemtstion of the system S.

are objects which are undigtinguishable in the system. In general

For example if the system S is given by the teble

each elementary set coptains more ithan one element. (The system
is not selective), That is to mean the "description power” of 8
chosen met of attributes and its values is no%t strong enough to
describe every single member of the set X.

Let us observe that if */ , (fé are different ‘informations

in the system S, then
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X a b c
xq Y| Ve M2
X2 Up 1 V3| ™
13 u, Vs w3
*4 ol V| 2

' x5 Uy o Yq | Y2
x6 u2 V2 'WB

then the representation of § 18 the system.

X " a b c

4x1,x4,x53 ug b vy oW,

\/12\1 Up 1]3, w4

{xj,xsk Uy vé L)

Thus repfesentation of any system is selective, i.e. each
row in the representation occurs only once.

Finally let us remark that the set of a nonempiy informa-
tions in S5 defines a relation RSC Valx VEEK "'?(vak’
guch that Rsfvil,xiz,...,vik) iff (al,vil),(az,viz),...,(ak,ng
i8 non empty informstion in S.

This corresponds to relationel model of information system in-
troduced by Codd[:EO] however we shall not discuss. this model

in this paper.

3. DEPERDENCY OF ATTRIBUTES

often value of some aitribute can be derived Trom values of
another sttribute.

For example if the value of an atiribute AGE is "two years"™,
then the value of the attribdute EDQCATIOH will be "no education",
if both ettributes are coacerning the same person. The problem
of dependencj of attributes has been intensively studied in re-
istional model ({see Aho, Beéri, Ullman C1J), but we ighsll defirne
it in somewhat different way. ]

Phe formel definition of this relation ie the féllowing
ones

let a,b&€A be two attributes in an information system
S =L LAV, 8D o

al Attribﬁte b is said to be dependent on o (a —>Db)

e d Fand .
iff @& <2 b, _
b) Attriputer s,b are called independent iff neither
A~ (e A O
e < b nor a > by
¢} Attributes a,» are said to be equivalent

e
{a ~b) iff ‘8 = b.

Example 4

Let 5 = £ %,;A,7,2 > be an information system defined

by “he tadle
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X a b . c
CXq P4 94 T4
x, P, 2 T2
x5 Pp 1 T3
X4 Po. 94 Ty
' x5 Py |9 | T
'15 P4 a, ry
xq Py | %2 | T3 )
Xg V Por} %2 T4

It is éasy ‘\;o gee that o -=*a, but a,b and. c,b are pair-
wise independente.

The situation ﬁay be depicted as shown below

T 7t
Si%ilarly we introduce the relations B-»a, a-»B, B—0,
where B,C are subsets of A.
Attribute & is said to be dependent on the sget B of at~
N Y B 12f "3 Be
i i i = B.
tribm‘:es} B.c_ A, iff B < a and a-»
. P N
In genersl we may write B-»C iff B« C.

) ep
3sts of attritates B,0 ars equivalent (Bf*-jC) iff

o~ et

R = Ce

=1 ug notice that B-20

=
O
o
-y
by
(4]
(=]

and B-}cg and B-2C,

then B G, where

=Y
Kl
)
W
¥
3
£y
b
<
2
3
£y

o

n
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B = £b1'b2’-¢p'bl} and C = {cl,cz,...,o&.
The meaning of the "dependency" relation B = C 1is obvious.
It simply means that values of the left~-hand sids: attributes de~
termine values of the right-hand 'aide attributes.
That is to say, if B ->C, then there exists one funciion
f (dependency function) - '
£ PV, >P ¥
beB cec °©
such that

’ "{3(x'°)cec - f(fix,b)b‘B), for all xe&X.

(P denotes cartesian product).

In other words there exists one set of functions (fc)
that ' )

cal such
(Xc” $lxse) = £,0¢ (x,0),5),
and
plxe) = fc(f(x,b)bm) , ‘
ier ‘ - -

_ = , X '
xc,g’(z,o) -~ Xblwf(val) n x'bzog(vaz)n ...ai bk.s(!.bk)
forv all “xf' whererlc v .—.{XQX :g7(C)= V}. 7
i ' )
Examglerg
et S = £X,A,7,8> be an information gystem, such that

I = {x1v12’13v14 rxsvi61x7yxa sXg y ’

A= v(a,b,'c}, : - , "

'va - {pl.pzop3vp4':{ ’ .

vb - {qllq?,QSkj’
¥, = {rl,rz,rjy P
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Assume that the attributes generate the following partiiion S

cn  X:

X-a,pl = {xpxpexy®st
Xa,pz = <%3’x6}’
Xa,pB = ﬁf?;fa}, . .
X = X

89Dy 9
fyq * {xy =z}
Xb’qz = (XE'IS’XBY'
b,q3 -‘<x3,16,x;1,
Topr, = (/xl'xz'x:}"
Xc o ”(x4’x5'x611’
XC »1’-‘3 = {X'T ,xe,xgy.

The partition is shown below .

X

In this system ell attributes are pairwise independent but

~ O A
-(b,c}9 a, because b ca a.

" The corresponding "dependency" function f is given by

the table below:

) -19 -

vb ! VE va
a !. Ty Py
93 T2 Py

4z Ty P

42 T2 !

9 T3 P3

RN ! P2
S J Ty P2 .

I

Tﬁue for instance f(qz,rj) = by ané é(qa.ra) = Pye ‘

Fhus knowing valuesAof attributes. b and ¢ we may compute
by means of dependency function f{ value of {the atiribute a.

It is obvious that if B -»C in 8 +then also B—>C in
S*t Sc instead of checking.whether or 10t B—>C in S we
check the dependency in Sﬁi which i much siﬁpler, because
the table of S+ﬁ is much simpler thap’ the table of S,

The guestlon zrises whether the dependency B-2C ¢ould
ve deduced from zome other known dependecciss in 3 by means
of logical infersnce rules and not by checking tne table of S
or S*. Similar problem has been investigatéd in felationel
model of databass (see for exampla Aho, Beeri, Ullman[:1]), but

we shall assume here another solution (see Oriowska [11]).

4, REDUCED SYSTEMS

Ag.we havse stafea in the previous paragraph some attiributes
in the information system may b; superfluous in this sense that
their values can be "derived" from the values of other attribu-
tes in the system. We shall consider this questicn in this pa-

ragraph in some details.
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Let ns first introduce basic definitions.

A subset B < A is said to be independent in S iff, for

N‘

- . ~
every B &£ B, B#B .«
A subset B £ A
’ ~ o~
exists a B'€B such that B = Be

The set B is said to be derivable from C in S iff ByCcCA,
CaB and B = Ce S

One can easily verify the following propertiss:

a) If Be4s 1s the greaiest independe'ntv in S8

“then for every ze i , B-ya .

b)If B is dependent in 35 then there exists

Bc® independent in S such that for every
a€eB - B, B—>a,
¢) If BciA then A-—>B.

Example 6

Let S = L X,A,V, 2> be sn information system guch 'that

X - (xl,xz,xa,x4,x53 and A --(a,b,é,d’}.
Agsume that the attributes generate the following parti-
tions on X:

A~
am= (xl'XZ’IE}' {xB,x}],
P
/l\)’- ‘/xl}, -(/xz,x3,x4,x;’,
¢ = {}1 'x2g13914}1 ‘Zx;j.

T = '{xl}, ‘L/xyx‘a', {12,159.

Of course, the partition'generated by atiribute a is the

set qf all ‘equivalence classes of the relation /av i.e the
) ey

partition on X defined by the relation Aé/.

is said to be dependent in § iff there °

L. 21 -

It is easy to see that the whole set of attributes A de=
termine the partitlon {x]} -(_1211 ;(x ,fo a(x L. Now, we have
the following relationshlp between the attributes: a2 0bv and
4 >a (because e b and dc.f;. '

n -

Alsod/a,b,cy P 4 because 5o vnccd; eand {e ay-a(a,vy,
beoauae,(c,d"j >a, and {c d’j > b, Lees © (\{;’Ca “and
o n d <b.

The set A is dependent in, S becauae there exigta B <A,
B = {a,b,cYy such that S =K. There are also other subsets
¢,D @ A  of atiributes C = {80 aj, D = Co,df, with'the same
property, €+&s» c -,I\J'- A

Sets B and D are independent in S whereas C is not '

~ -
pecause C = Do )

As we have seen from previous congideration somse attributes
may be sometimes eliminated frcm the system, and their values
one can derive from the remalnlng get of attributes. This is
to ;zlean that they'are superfluous in 4ne system. This leads to
the following definitiona

Let S = & X,4,7,2 D be an in_formatmn gystem. A set A'c A
will be called a reduct of & iff A = A , and there does not
gxisgt a proper subset B of A’ such that B = A . Ths corres—
ponding system 8= <X A ,V, 2] is calleﬁ reduced system.

( g ia the restr:.c sion of the function § to the aet IxA")e

It is clear that & system can turn out to have more than
one reducts. In exsmple 6, we have two reducts of A, namely
B and D.

It is easy %o pfove the following properties:

a) If an informetion ayatem ig complets then it is also

reduced (the gonverse implication does not hold {see example 7).




t} If an information sysiem is raduced then all its diffe-
rent attributes ere palrwise independeni. [The converse implica=~
tion doez not hold see example B},

c) Two information aysteﬁs S,S' with the same set af‘cb-
jects I, are said to be equivalent iff § = ©°.

For every infornation systei S there exists a requced ay-
gtem s° equivalent to S. ' v

" Let us slso notiée,_fhat if '8 is reduced, then also S

is recduced.

a b
FpoE
Py |a,
Py {9;

The system is reduced bui is no: compliete mince for a.b

guch thet \-f(a) = p, and ‘f’ {b) = poy "X‘Fm ¢n
Exzample 8

r
= Z_xl’x2’x3’x4 s‘ '

”
A =1{a,t,c ? snd the gitribuies determine ihe Tollowing maprtie
{ ¢ Tollowing parti

> were I
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The attributes a,b,c are pairwise independent, while
{a,b}, {a,c} apd{b,cS’ are reducts of A.

The idea of reduction of an attribute set in a sygtlem is
of great practical importance, because it shows that one can
get sometimes the same information from the system with smaller
set of attributes., This may have special meaning in the case
when atiributes are symptoms of some illness but in order to
get the proper diagnosis it 1s not necessary to investigate sll
symptoms, but try to find only those which are really necessary.
In fact there can be more than one set of such minimsl symptoms
{see example 6).

» The problem arises how to find effectively reducts of a
given information system. Because all sets in the system are
finite such an algorithm always exists, however it may be not
very efficient in gensral.

Some considerations concerning this subjecf one can find

in Zog [7], Truszczydski [17], Grzymata-Busze [2].

5« SUBSYSTEMS

In this section we shall introduce and discuss the notion
of gubsystem of a given information system.

Let S = <X,A,V, €D and 5%=gXx%,2°,77, 07> be two
information systems. We say thati s’ is a subaystem of S if

P ’ ” /7
X« X, A'c Ay, VoV 2nd ¢ =f,X’xA"

1% S' ig subsystem of S, then we shall write s°< 8

4 Ld
or S :‘;, 3, or S = S/I',A"
X7,A

In other words if we remove from the table S some columns

or rows then the remaining table is the subsystem of the gystem S.
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For example if in the system

gga b c

X
x1 “ V1 22 \’F1
Za :

r4

X

P
o

dﬁ:::ﬂau::
bl <

- N

T

N -

Ml =

N n

v .
we dropp the column b ' and the row Xq then we obtain a sube-

system of S

X a 4
X1 V., WT
X, v, L
x, \7 W,
We shall introduce two kinds of subsystems,
Ir s°< 5 and X'= X, then we shall say that &~ ias

an gttribute regtricted subsysiem of S, in symbols 3 «.

or

»

3 u_:S/A'
It 57

obiect restr

S and 4’ = A, then we shall say that & is

ioted subsystem of S, in mywbols 8 <& S or

Thug if S

- xr

iz an informetion system snd we GIOpp SCmE GO

lumn from it, then the obtained system is an atiribute restirice—

ted subsysten of &, and if wa remove some rows from the sys—

tem

S - we obtain object resiricted gubsyatem of S.

For exampl

e if in the gystem
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X a b c
x.‘ \Ll u2 ‘ﬂ1
x, Vo fug b ¥,
X3 71 u2 Wz
E RN ED

we remove column b the obtained atiribute restricted subsys-

tem of S

X l; a c ‘
] Sr———y : !

X1 V1 W1

X2 Yo} "2
13 V1 Wz

and if we remove from S the row Xy Wwe obtain object res-

tricted subsystem of S

b c

‘-).1 w,‘
4y iV
u2 'H,,‘

Now we ghall give gome elementary properties of subsystems.

If S° = S/X' then

A-/' ~ e 2
S =S O (X7)

. . ~
If 8 =8/8°, then 82> s,

ir s« S and S 1is reduced then S’ is slso reduced.
If 8" = S/X° and S is complete then S  may be not complete.
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If 8" = S/A' and S 1is complete then s7 is complete.
1t S* = S/A° and S is selective then S’ may not be
gelective.

’

If S = S/X' and S 1is selective then S° is selective.

,

1¢ 8" = S/L° then
(s ¥ s¥x".
1f 8° = S/4°, then
(s7)% 4 s%/a".
If é' = S/E’,A' then there exist exactly one eysteﬁ

§y = /X" and 5, = S/A° such that §° = 5,/a"= safx'.

6. CONNECTION OF IRFORMATIOR SYSTEMS

Very often we face the following problem. We are given
gome information systens S1.52,...,Sk and we want to have
.one "gommon" information system S combining all systems
S1’ng""sk into one. The system S will be called con-
nection‘o? Systems 5,4 i = 1,2,¢00,k, and will be denoted
ag S = C& Si‘

iet

Let S =<£X,4,7, 8 and S; = LXi9As 7585 7 s
1= 1yeee,ke )

Thg gystem S is a conneciion of system 5, if the

following conditions are satisfied:

x-U =,

A
[}
,..C

-1

fx = o1 yii y x X
k
Connection S = kaﬁ Si ig well defined if the following
im . ' .

two conditions are valid:

P -

1) It (X,0X%;) 4§ and '(AinAj) 40
then ) -
§./ (xinxj)xuinAj)' -

8,7 w NI Nx 408y
for all i;j = f,ees,k, and
-4 ) v

2y § = &i Qix is defined for all ¥ €X and a&A.

of course sysiems Si are subsystems of S.

The first condition is obvious and th'e setond needs some

explanations '

Let .Sl be a gystem with only cone attribute, say color,
and Sz a gygtem élso with one attribute, for example, length,
and assume that xln XZ = §o The gecond condition Bay§ that
we ars noi allowed to define connegtion S of S1 and 52
pecause we do not have any information about lengths of ob—
'jects in S1 or about colors of objects in SZ' Thug we are
unabie to definé for all xé&X the information gbout color
and length of X» In other wor&a, ie are not able to define
the function § ., for the connection S = SUSye

Thié seems to have natural justification in real 1ife
systems. 1L we héve two inférmation systems, say first con-

ceraing ingurance and the second medical care with different




- 28 -

sets of population, for example, one in London and the ge-
cond in Warsgaw, théh combining those two systems into one
capnected'aystem ig justified oniy in the case when we have
ingurence deta in the medical system and conversely. Other-
nige we afe unsble to define for 8ll x&X the informetion
f; about insurance and medical care and, consequently, ac-
cording to ouxr definition, the connéction of these two syetems
is"net an information gystem.

Llet us consider very simple formal example depicting
above situation more clearly. '

The connection of the two following systems

; T n a | b ?;:J
j Xy " Vel g W,
| vl ¥ .,

X~ v
3 2l ™ ®

X4 Vol Y1 ] "2

Y e d e
30 "2l Py %
*a 4 "ol Po R G4
Y9 RSN

vz P fry {ap

is the tabie
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Li XUy a b -8 4 e
VI1 71 u1 "2 - -
x2 g V1 112 '1 - -
x Y2 ¥ "ol 1} Y4
X Vo uy w2 Po q1
4 - - nil Pyl o9y
2 " - - "2f Pi] %2

which is not an information system according to
because some values of attributes are undefined
Thatiis to say function defined by the table is
partial, which iam not allowed in our definition
tion system.'

This property laads‘to a definition of two

of connectione of information systems.

our -definition
in the table.
not total but

of an informa

special kinds

1z 5= Us;, and s, 28/a then S will be called

attribute connected sysiem. ’ ,

12 5 =Us, and S, = S/%, then 5 will be called

obiest connected system.

This two kinds of conrections are depicted by the following

,example.-

Example 3

Let S1, 52 be two information sysiems with the some set

of objects and different sets of astirlibutes as

l X u a b ] l
11 u1 71 ‘2
X2 Y2 "1
X3 ftua) V9] "2
X4 u1 V1 W2

showg below:




Connection of

54 S, 18 given below
:“ﬁ - {; L ffe |°o T (o3 ' T ia
ST 1 B ST T w2‘. P, 95
2l M2 M P2l
X, u vy f v 1y | 9y
9 u, ‘51- ﬁé Py | 9%

Let SB' S4f be two information éystems with different

geté of objects but the some set of atiributes as shown in the

téblés

X, vy vy ;“1 ,
¥ifl 2 V21 "2
I EIEaE
Ccnnection of 4 and 54 is the system
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a ! b I [ ;
u, vy w5
u, 4 v, ",
u, vy 4 Wy
uy vy LB
u, vy 4 By
u, Vo ",

Attribute connecied system corresponds to the situation
when all comstituent information systems have the same.aet of
objects but different sei of atiribuies. For ezamble’if we havs
inz gome town different information éyatame owned By insurans
ceacompany, medical care gservice, bank office, police etc. then
we may combine them into one information system. The set of
ohjects in those syétema are ithe ssme {all inhabitant of ihs
town) but the set of attributes in all systems are differents

Object concected informetion eyﬂfem refers to the situation
when all constituent systems have the same set of attributes but

)

differunt sets of Objéﬁtﬂn For example if the same company, gay

insurance company, own informstion systems in different digtricts.

Thus We have the ca®e when the set of attributes in each system
is the seme bui the objects {inhabitania of fthe districts} are
different., Sc ®e can consider all thess eystems aslanattrivuts
connected aysiem.

Fow we shall giveksome eleisntary properties of the "con-
nection™ operaticn.

Let S = <X,4,V,8D and 8, = l;{xi,z,i,vi,gi> , dmlyeca,k

be information systems and let 8 = (/ 8.
ind




1t 5= Us, 55=
S may not =:be reduceds
1t s =Us;, 8¢
ig also reduced.

12 s, =Us; v 5
If S = (/si, S; =
f ¢ Inf(3). t

If Sm L/si, sy =
S may not be reduced.
/
1 s=Us;, 5, =
S is alsc reduced.

1r s=Us, s =

1t s =Us;, 5=
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S/Ai and wach 8§,
S/Xi and each 8y

= S/Ai’ then S =

ig reduced, then

is reduced, then .3

f? si.'

=1

S/Xi, then X,, Lj X for all

S/A.

5 and each Si

S/Xi, and each Si

ig reduced then

is reduced, then

S/%;, ‘then ¢ U,

S/ay, then s®

Ir = Us,, Sy =S/ end each 55

then S 1is also aelective{

1t s =5, 5; =S/X sandeach 5,

S muy not be selective.

I¢ S = U/S; andesch S

completes.

There are ayztems S

(Usy )™

guch that

¥ U(s,)"

E

55~

is selective,

ig selective then

ig complete then S 15 also

Received July 15, 1980
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