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ABSTRACT 
Application of intelligent methods in industry becomes 
a very challenging issue nowadays and will be of ex-
treme importance in the future. Intelligent methods 
include fuzzy sets, neural networks, genetics algo-
rithms and others techniques known as soft computing. 
No doubt rough set theory can also contribute essen-
tially to this domain. In this paper basic ideas of rough 
set theory are presented and some possible intelligent 
industrial applications outlined. 

1. INTRODUCTION 

Rough set theory is a new mathematical approach to 
data analysis. Basic idea of this method hinges on 
classification of objects of interest into similarity 
classes (clusters) containing objects which are indis-
cernible with respects to some features, e.g. color, 
temperature, etc. which form basic building blocks of 
knowledge about reality and are employed to find out 
hidden patterns in data. Basis of rough set theory can 
be found in [20, 22, 26].  
 Rough set theory has some overlaps with other 
methods of data analysis, e.g. statistics, cluster analy-
sis, fuzzy sets, evidence theory and others but it can be 
viewed in its own rights as an independent discipline. 
 The rough set approach seems to be of fundamen-
tal importance to AI and cognitive sciences, especially 
in the areas of machine learning, knowledge acquisi-
tion, decision analysis, knowledge discovery from 
databases, expert systems, inductive reasoning and 
pattern recognition. It seems particularly important to 
decision support systems and data mining.  
 Rough set theory has been successfully applied to 
solve many real life problems in medicine, pharmacol-
ogy, engineering, banking, financial and market analy-
sis and others. More about applications of rough set 
theory can be found in [9, 17, 19, 26, 28, 35, 40] and 
others. 
 Very promising new areas of applications of the 
rough set concept seem to emerge in the near future. 
They include rough control, rough data bases, rough 
information retrieval, rough neural networks and oth-
ers. 

2. ROUGH SETS AND INTELLIGENT  
    INDUSTRIAL APPLICATIONS 

Artificial  intelligence approach to industrial processes 
is real challenge for industry in the years to come. 
Rough set theory seems to be particularly suited for 
problem solving in this area. Some examples are 
briefly disused below.  
1) Material sciences. Application of rough sets to new 

materials design and investigating material proper-
ties has already shown the usefulness of the theory 
in this area. Pioneer work in this domain is due to 
Jackson et al [4, 5, 6]. It is interesting also to men-
tion the works on application of rough sets to in-
vestigation of the relationship between structure 
and activity of drugs [28]. The method used here 
can be also applied not only in the case of drugs but 
for any other kind of materials.  

2) Intelligent control. Industrial process control in 
many cases, especially in the case of highly non-
linear systems, cannot be successfully treated with 
classical control theory methods. It turned out that 
in this case fuzzy sets, neural networks, genetic al-
gorithms offer very good solutions. Also rough sets 
can be used here in many cases. Cement kiln con-
trol algorithms obtained from observation of stoker 
actions and blast furnace control in iron and steel 
works are exemplary applications of rough set tech-
niques in intelligent industrial control [11]. Satellite 
attitude control [25] is another non trivial example 
of the application of rough set theory in intelligent 
control. More on applications of this theory in con-
trol can be found in  [3, 8, 12, 13, 17, 23, 33, 34, 
39, 41, 42, 43]. Rough set approach in control of-
fers simple and fast algorithms, which can be ob-
tained either from observation of the controlled 
process or mathematical model of the process or a 
knowledgeable expert.  

3) Decision support systems. Rough set based deci-
sion support systems can be widely used in many 
kinds of industrial decision making on various lev-
els, stretching down from specific industrial proc-
esses up to management and business decisions 
[28, 29, 30]. 

4) Machine diagnosis. Rough set approach has been 
used to technical diagnosis of mechanical objects 
using vibroacoustics symptoms [14, 15,16, 31, 32]. 
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5) Neural networks. Neural networks have found 
many interesting applications in intelligent control 
of industrial processes. Combining neural networks 
with fuzzy sets adds new dimension to this domain. 
Rough sets and neural networks can be also linked 
together and give better results and greater speed 
than the classical  neural network approach alone. 
Besides, an interesting idea of rough neural net-
work has been proposed in [10]. More about rough 
sets and neural networks can be found in references 
given in [26]. 

6) Varia. Beside the above said domains of intelligent 
industrial applications of rough sets there are many 
other fields where rough set approach can be useful 
[1, 2, 7, 19, 26, 35, 37, 38, 43]. 

The above discussed list of possible applications of 
rough sets is of course not exhaustive but shows areas 
where application of rough set has already proved to be 
of use.  
 Rough set approach shows many advantages. The 
most important ones are listed below. 

• Provides efficient algorithms for finding hid-
den patterns in data. 

• Identifies relationships that would not be found 
while using statistical methods. 

• Allows both qualitative and quantitative data. 
• Finds minimal sets of data (data reduction).  
• Evaluates significance of data. 
• Generates sets of decision rules from data. 
• It is easy to understand. 
• Offers straightforward interpretation of ob-

tained results. 
 No doubt rough set theory can be very useful in 
many branches of intelligent industrial applications as 
an independent, complementary approach or combined 
together with other areas of soft computing, e.g. fuzzy 
sets, neural networks, etc. 

3. APPROXIMATIONS − BASIC CONCEPTS OF  
    ROUGH SET THEORY 

Data are usually given in a form of a data table, called 
also attribute-value table, information table or data-
base. A database is a table, rows of which are labeled 
by objects, whereas columns are labeled by attributes. 
Entries of  the table are attribute values. An example 
of a database is shown in Table 1. 
 

Store E Q L P 
1 
2 
3 
4 
5 
6 

high 
med. 
med. 
no 

med. 
high 

good 
good 
good 
avg. 
avg. 
avg. 

no 
no 
no 
no 
yes 
yes 

profit
loss 

profit
loss 
loss 

profit 
 

      Table 1 

 In the database six stores are characterized by four 
attributes: 

E − empowerment of sales personnel, 
Q − perceived quality of merchandises, 
L − high traffic location, 
P − store profit or loss. 

 Each subset of attributes in the database deter-
mines a partition of all objects into clusters having the 
same attribute values, i.e. displaying the same features 
expressed in terms of attribute values. In other words 
all objects revealing the same features are indiscernible 
(similar) in view of the available information and they 
form blocks, which can be understood as elementary 
granules of knowledge. These granules are called ele-
mentary sets or concepts, and can be considered as 
elementary building blocks (atoms) of our knowledge 
about reality we are interested in. Elementary concepts 
can be combined into compound concepts, i.e. con-
cepts that are uniquely defined in terms of elementary 
concepts. Any union of elementary sets is called a 
crisp set, and any other sets are referred to as rough 
(vague, imprecise) ones. With every set X we can asso-
ciate two crisp sets, called the lower and the upper 
approximation of X. The lower approximation of X is 
the union of all elementary sets which are included in 
X, whereas the upper approximation of X  is the union 
of all elementary sets which have non empty intersec-
tion with X. In other words the lower approximation of 
a set is the set of all elements that surely belong to X, 
whereas the upper approximation of X is the set of all 
elements that possibly belong to X. The difference of 
the upper and the lower approximation of X is its 
boundary region. Obviously a set is rough if it has non 
empty boundary region whatsoever; otherwise the set 
is crisp. Elements of the boundary region cannot be 
classified employing the available knowledge, either to 
the set or its complement. Approximations of sets are 
basic operations in rough set theory and are used as 
main tools to deal  with vague and uncertain data. Let 
us illustrate the above ideas by means of data given in 
Table 1. 
 Each store has different description in terms of 
attributes E, Q, L and P, thus all stores are discernible 
when employing information provided by all attributes. 
However, stores 2 and 3 are indiscernible in terms of 
attributes E, Q and L, since they have the same values 
of these attributes. Similarly, stores 1, 2 and 3 are in-
discernible with respect to attributes Q and L, etc.  
 Each subset of attributes determines a partition 
(classification) of all objects into classes having the 
same description in terms of these attributes. For ex-
ample, attributes Q and L aggregate all stores into the 
following classes {1, 2, 3}, {4}, {5, 6}. Thus, each 
database determines a family of classification patterns 
which are used as a basis of further considerations.  
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 Let us consider the following problem: what are 
the characteristic features of stores making a profit (or 
having a loss) in view of information available in Ta-
ble 1, i.e. we want to describe set (concept) {1, 3, 6} 
(or {2, 4, 5}) in terms of attributes E, Q and L. Of 
course this question cannot be answered uniquely since 
stores 2 and 3 have the same values of attributes E, Q 
and L, but  store 2 makes a profit, whereas store 3 has a 
loss. Hence in view of information contained in Table 
1, we can say for sure that stores 1 and 6 make a profit, 
stores 4 and 5 have a loss, whereas stores 2 and 3 can-
not be classified as making a profit or having a loss. 
That is employing attributes E, Q and L, we can say 
that  stores 1 and 6  surely make a profit, i.e. surely 
belong to the set {1, 3, 6}, whereas  stores 1, 2, 3 and 6 
possibly make a profit, i.e. possibly belong to the 
set{1, 3, 6}. We will say that the set {1, 6} is the lower 
approximation  of the set  (concept) {1, 3, 6}, and the 
set {1, 2, 3, 6} is the  upper approximation of the set 
{1, 3, 6}. The set {2, 3}, being the difference between  
the  upper approximation and the lower approximation 
is referred to as the boundary region of the set {1, 3, 
6}.   
 Now let us give some formal notations and defini-
tions. 
 By a database we will understand a pair  
S = (U, A), where U and A, are finite, non empty sets 
called the universe, and a set of attributes respectively. 
With every attribute a ∈ A  we associate a set Va of its 
values, called the domain of a. Any subset B of A de-
termines a binary relation I(B) on U, which will be 
called an indiscernibility relation, and is defined as 
follows: 

 (x, y) ∈ I(B) if and only if a(x) = a(y) for every  
a ∈ A, where a(x) denotes the value of attribute a for 
element x.  

 It can easily be seen that I(B) is an equivalence 
relation. The family of all equivalence classes of I(B), 
i.e. partition determined by B, will be denoted by 
U/I(B), or simple U/B; an equivalence class of I(B), i.e. 
block of the partition U/B containing x will be denoted  
by B(x).  
 If (x, y) belongs to I(B) we will say that x and y are 
B-indiscernible. Equivalence classes of the relation 
I(B) (or blocks of the partition U/B) are referred to as 
B-elementary sets or B-granules. 
 The indiscernibility relation will be used next to 
define two basic operations in rough set theory, which 
are defined below: 

( ) ( ) ( ){ }B X B x B x X
x U

∗
∈

= ⊆ : ,U  

( ) ( ) ( ){ }B X B x B x X
x U

∗

∈

= ∩ : ,U ≠ ∅  

and are called the B-lower and the B-upper approxima-
tion of X, respectively. 
 The set 

( ) ( ) (BN X B X B XB = −∗
∗ )  

will be referred to as the B-boundary region of X. 
 If the boundary region of X is the empty set, i.e. 

, then the set X is crisp (exact) with 

respect to B; in the opposite case, i.e. if , 
the set X is referred to as rough (inexact) with respect 
to B. 

BN XB ( ) = ∅

BN XB ( ) ≠ ∅

4. DEPENDENCY ATTRIBUTES 

Approximations of sets are strictly related with the 
concept of dependency (total or partial) of attributes. 
 Suppose that the set of attributes A is partitioned 
into two disjoint  subsets C and D called condition and 
decision attributes, respectively. Databases with distin-
guished condition and decision attributes will be re-
ferred to as decision tables. 
 Intuitively, a set of decision attributes D depends 
totally on a set of condition attributes C, denoted 
C D⇒ , if all values of decision attributes are 
uniquely determined by values of condition attributes. 
In other words, D depends totally on C, if there exists a 
functional dependency between values of C and D. 
 We will also need a more general concept of de-
pendency of attributes, called the partial dependency 
of attributes. Partial dependency means that only some 
values of D are determined by values of C. 
 Formally dependency can be defined in the follow-
ing way.  
 Let C and D  be subsets of A, such that D ∩ C ≠ ∅ 
and D ∪ C = A. 
 We will say that D depends on C in a degree 

( )k k 0 ≤ ≤ ,1 denoted C D , if  k⇒

( )
( )( )

( )
k C D

card C X
card UX U D

= = ∗

∈
∑γ , ,

/

 

where card (X) is the cardinality of X . 
 If k = 1 we say that D depends totally on C, and if 
k < 1, we say that D depends partially (in a degree k) 
on C.  
 The coefficient k expresses the ratio of all elements 
of the universe, which can be properly classified to 
block of the partition U/D employing attributes C and 
will be called the degree of the dependency. 
 For example, the attribute P depends on the set of 
attributes {E, Q, L} in the degree 2/3. That means that 
only four out of six stores can be exactly identified by 
means of attributes E, Q and L as having a loss or mak-
ing a profit. 

5. REDUCTION OF ATTRIBUTES 

 We often face a question whether we can remove 
some data from a database preserving its basic proper-
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ties, that is − whether a table contains some superflu-
ous data. 
 Let us express this idea more precisely. 
 Let C D , be sets of condition and decision 
attributes, respectively. We will say that is a 
D-reduct (reduct with respect to D) of C, if 

A, ⊆
′ ⊆C C

′C is a 
minimal subset of C such that 

( ) ( )γ γC D C D, ,= ′ . 

 Hence any reduct enables us to reduce condition 
attributes in such a way that  the degree of dependency 
between condition and decision attributes is preserved. 
In other words reduction of condition attributes gives 
the minimal number of conditions necessary to make 
specified decisions. 
 In the database presented in Table 1 {E, Q} and 
{E, L} are the only  two reducts of condition attributes 
with respect to P, i.e. either the set {E, Q} or the set 
{E, L} can be used to classify stores instead of the 
whole set of condition attributes {E, Q, L}.  
 For large databases finding reducts on the basis of 
the definition given before is rather difficult because 
the definition leads to inefficient algorithms. Therefore 
more efficient methods of reduct computation have 
been proposed. For details see references in [26]. 

6. DECISION RULES 

Every dependency can be described by a set 
of decision rules in the form „if ... then”, written  
Φ →Ψ, where

C k⇒ D

Φ  and  are logical formulas describ-
ing conditions and decisions of the rule respectively, 
and are built up from elementary formulas (attribute, 
value) combined together by means of propositional 
connectives „and”, „or” and „not” in the standard way. 

Ψ

 An example of a decision rule is given below: 

if (E,med.) and (Q, good) and (L,no) then (P,loss). 

 With every decision rule Φ →Ψ we associate 
conditional probability that Ψ is true in S, given Φ is 
true in S with the probability called a certainty 
factor and defined as follows: 

π S ( )Φ

( ) ( )
( )π S

S

S

card

card
Ψ Φ

Φ Ψ

Φ
|

| |

| |
=

∧
, 

where |Φ |S  denotes the set of all objects satisfying Φ 
in S. 
 Besides, we will also need a  coverage factor [36] 

( )
( )π S

S

S

card

card
( | )

| |

| |
Φ Ψ

Φ Ψ

Ψ
=

∧
, 

which is the conditional probability that Φ is true in S, 
given Ψ is true in S with the probability . π S ( )Ψ

 For the decision rule given above the certainty and 
coverage factors are 1/2 and 1/3, respectively, i.e. the 
probability that the decision pointed out by the deci-
sion rule is correct equals to 1/2 and the rule covers 
one of the three decisions indicated by the rule. 
 Let {Φi →Ψ }n be a set of decision rules such that 
all conditions Φi are pairwise  mutually exclusive, i.e. 

, for any 1 ≤ i,j ≤ n, i ≠ j, and  | |Φ Φi j S∧ = ∅

( )π S i
i

n

Φ Ψ| .
=
∑ =

1

1  

For any decision rule Φ →Ψ the following is true: 

        ( ) ( ) ( )
( ) ( )

π
π π

π π
S

S S

S i S i
i

n
Φ Ψ

Ψ Φ Φ

Ψ Φ Φ
|

|

|
.=

⋅

⋅
=
∑

1

          (*) 

 The relationship between the certainty factor and  
the coverage factor, expressed by the formula (*) is the 
Bayes’ theorem. The formula shows that any decision 
table satisfies Bayes’ theorem. This property gives a 
new dimension to the Baysian reasoning methods and 
enables to discover relationship in data without refer-
ring to prior and posterior probabilities, inherently 
associated with Bayesian philosophy. The above result 
is of special value for large databases. 

7. CONCLUSION 

Rough set theory proved to be a very well suited can-
didate, beside fuzzy sets, neural networks and other 
soft computing methods, for intelligent industrial ap-
plications. Particularly challenging areas of applica-
tions of rough sets in industrial environment are mate-
rial sciences, intelligent control, machine diagnosis and 
decision support.  
 Rough set approach has many advantageous fea-
tures, e.g. it identifies relationships that would not be 
found using statistical methods, allows both qualitative 
and quantitative data and offers straightforward inter-
pretation of obtained results 
 Despite many successful applications of rough sets 
in industry there are still problems which require fur-
ther research. In particular development of suitable, 
widely accessible software dedicated to industrial ap-
plications as well as microprocessors based on rough 
set theory are badly needed. 
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