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Summary. In this note we introduce a concept of a soft set which can be viewed as an alternative 1o
the rough set idea introduced by the author previously. In fact, soft set is a kind of fuzzy set in
which the membership function is obtained by examining opinions of a set of agents (experts), and
lower and upper approximations of agent’s opinions are employved in order to investigate the group
decision making. The proposed approach seems to be of some interest in cases when not exact
data, but some opinions only are available, like for example in psychological and sociological
questionaires,

1. Introduction. In this article we propose a new approach to imprecise
data analysis, which seems to be of special interest in the case when data
constitute the group opinions. The approach can be considered as complemen-
tary to fuzzy sets [6] and rough sets [3] theory. The work has been inspired by
ideas contained in [2], and is also related to [1] and [5].

2. Basic concepts. Suppose we are given a finite set U called the universe
and a finite set A, called the set of agents (experts). The pair E = (U, A) will be
called an expert system. The task of every agent is to decide whether elements
of U obey given property p or not. Properties are predicates like “x is tall”, “x
5 blue”, “x is taller than y", etc. For simplicity we will consider unary
predicates only.

Usually with a predicate p we associate the set of all objects obeying the
property p, called the meaning of p. We assume here that the meaning of
& predicate p is not available, and can be approached only by experts opinions.
To this end we assume the function

he: U—{+1, —1)
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such that

1509 = {

and h%(x) will be called opinion of a on p in x, or in short — opinion. For
simplicity we have assumed two-valued opinions only but multivalued opi-
nions may be assumed as well, e.z. + 1 (yes), 0 (do not know) and —1 (not). In
other words p is true on x according to a, if kj(x) = + 1, and false otherwise.

We extend the function i to the set of all agents A in the following way:

Y. ()
A _oaed
) = Card(4)
and we will call it the consensus function.

Let us notice that —1 < hj(x) < +1, for any p and x. The number ha(x)
will be called the consensus level of A on p in x. For example, if hj(x) = 1, this
is to mean that all agents agree that x obeys the property p: if h(x) = —1, that
means that all agents agree that x does not obey the property p, and if
—1 < h*(x) < +1, means that agents opinions differ regarding whether x obey
p or not. In particular, hi(x) = 0 means that there are two equal agents groups
having opposite opinion on whether x has the property p or not.

The consensus level can be also considered as a degree of truth or falsity of
a predicate p in point x — according to agents opinion.

41, if according to agent a object x obeys property p
—1, otherwise,

3. Approximation of opinions, Let E, = (U, 4) denote an expert system
with the fixed consensus level k and let p be a predicate. We define the set

Ayp) = {xeU: hy(x) = k}.

The set A, (p) will be called the lower approximation of p in E,, and will be
denoted by A,(p). Thus A,(p) is the set of all elements of U such that the
consensus level on p of A is not less then k.

The set A_y (p) will be called the upper approximation of p in Ey, and will
be denoted by A,(p). The upper approximation 4,(p) is the set of all elements of
U such that the consensus level of A on p is not less then —k|.

The set DIS{(p) = A,(p)— A,(p) will be called the disagreement region on
p in E,. In particular DIS§(p) will be called the draw region on p in E,. We
shall need also the set NEG{(p) = U—A,(p), called the negative consensus
region on p in E, and the set CON;!(p) = A4,(p) w NEG{(p) called the consensus
region on p in E,.

The intuitive meaning of the set introduced above is self-explanatory.

Let us remark that A,(p)= (P, and A,(p)= )P, where P,

aeAd

= {xeU: hi(x) = 1}. —
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It is easy to see from the above introduced definitions that the following is
true:

a) hj(x) = |k|, iff xeAyp)

b) #y(x) < —|k|, iff xeNEG{(p)

¢) ha(x) < |I], iff xeDIS{(p)
where —|k| <! < [kl.

If A,(p) = A,(p), we say that p is hard in E,; otherwise, i.e. if A,(p) # A,(p)
— p is said to be soft in E,. .

Thus, hard predicates are those with sharp defined boundary, by a given
degree of consensus, and soft predicates are those with unsharp boundaries.

4. Operation on soft predicates. Now we shall extend the agent’s opinion to
compound predicates in the fuzzy sets theory fashion:

a) hi, 4 (x) = Max(hf(x), hg(x))

b) ki, 4(x) = Min(h7(x), h7(x))

€) hi (x)= —hi(x).

This extension has simple intuitive justification and allows to employ the
fuzzy set approach to the investigation of group opinion problems.

Let us remark that in general we have

APy dl—p)#F U
and
}Tk[.p}ﬁ -‘T;J—P] @

thus the algebra of approximations is not an Boolean algebra.

5. Example. In this section we are going to show how the above in-
troduced concepts can be applied to opinion analysis in questionaire type of
data. To this end we shall employ the concept of an information system (see
[4]), and we assume that the reader is familiar with the basic notions
concerning information systems.

Suppose we arc given the universe consisiting of eight objects, ie.
U = {x,. X;,..., Xg}, three attributes (predicates) p, q and r, and four experts
a, b, e, and d. The task of each expert is to give his opinion on each element of
the universe whether it obeys predicates p, g and r or not. Our task is to find
out whether there are some dependences between attributes and to define the
indiscernibility of elements of U.

In Tables 1, 2 and 3 the exemplary, fictitous opinions of experts are given.
For simplicity the elements of the universe are denoted by numbers in the
tables below, and instead of (+1) and (—1) we write (+) and (—) only.

In Table 4 the information system is shown in which as values of attributes
the consensus level of corresponding attributes is given.
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TABLE 1 TABLE 2
TS ght B S R U EOOM o KM
1 + - = + 0 T
2 e wock + + 1 2 + o+ + =  +1f2
= = = 4 =Y - R e M M ¥
4 - 4 + - 4] 4 - + - - i
5 + — + +  +1/2 5 + - — - =12
il - - - - =1 f + + + + +1
7 + + + +  +1 i = = - -
8 - + - = =12 ] + + = = 0
TABLE 3 TABLE 4
U [ U L U P q F
1 = - + + 0 1 0 -1 U]
2 - - - - -1 2 1 +12 -1
i + + + +  +1 I =12 =1/2 +1
4 - — + + ] 4 0 0 0
5 — + + + +12 5 +12 —172 +1/2
6 ~ - = + =12 6 -1 +1 -172
7 = = - = =1 7T 1 =1 =1
8 + + + + +1 B —-12 0 41
If we assume for example k = 0,5, then we get
Agsp)={2.57)  Aosig)={2,6} A s(r) = {2, 3,5, 8}
NEGds(p) = {3, 8} NEGds(g)={1,3,57 NEGds(r)={6, 7}
DISd.s(p) = {1,4}  DISds(q) = {4, 8} DISE s(r) = {1, 4}.

Information system shown in Table 4 can be presented for k = 0.5 as shown
in Table 5, where (+), (—) and 0 denote that corresponding element of the
universe belongs to either upper approximation, negative consensus region and
disagreement region of corresponding attributes.

TABLE 5 TABLE 6
U P q ¥ ) P q r
1 0 - 0 1 0 - ]
2 + + + 2 + 1] -
L] - = + 3 0 0 +
4 0 0 0 4 0 0 0
§ + - + 5 0 0 0
f - + -- & - + 0
7 + = — 7 + — =
& - 0 o+ ) 0 0 +
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It is easy to check that attributes p, g and r are independent and that the
partition generated by the set of attributes consists of one element equivalence
classes, which means that all elements of U are discernible by the set of
attributes.

If we assume that k = 0,7, then we have

Ao (0) = {2, 7} Ag 5(g) = {6} Ao7(r) = {3, 8}
NEG#,7(p) = {6} NEGd.1(g) = {1, 7} NEGd,~(r) = {2, 7}
DISd1(p) = {1,3,4,5,8} DIS81(g) ={2,3,4,5,8] DISd(r)={1,4,5,6}.

The corresponding information system is presented in Table 6.

It is easy to see that the set of attributes is dependent, attribute p is
superfluous and the only reduct of the set of attributes is the set g, r. Moreover,
elements 4, 5 and 3, 8 are indiscernible by the set of attributes at the assumed
consensus level.
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3. [Mapnag, KecTERe H MENKHE MHOKCCTBH

B wmactosmed paboTe BROJHTCE NOHATHE MATKOTO MHEOMECTBA, KOTOPOE MOMET
PACCMATPHBATECH KAK ANLTEPHATHBA [UIH NPHOIHEEHHBIX MHOKCCTE, BECACHHBY ARTODOM
g npesgyiel padore, DARTHYECKM MHTKHE MHOKCCTBE HMBISIOTCH  ONPEASACHHOTD THIA
PAIMBITRIMA  MHOKECTEAMH, B KOTOPMX QYHKIHA HHUHIEHTHOCTH DONYMAETCE  nyTeM
HCCENOBARHA MHEEHHS JKCNEpToB. BBOJHTCE NOHATHE HHMHETO W BEPXHErO NpUbIHEeHHT
MHEHHA IKCHEPTOR C LUENbHY HIYYHTE NPOUECS MPYINOBOrO NPHHSTHS penrenni, [peanaraessii
NOANO] KAMETCH HHTEPECHEM B CIVYAE, KOMLA HE XBATHET TOYHBIX MAHHBIX, M HWIBECTHO [THIIL
MHSHHE JKCOSPTOR, K4K 9T0 HWMECTCA, HATPHMEP, B ONPOCHBIX JIHETAX, NPHMEHEMELX
B MCHXQAOTHH W COLMONOTHA,






