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summary. In this article we propose a new approach to learning and inductive inference
We recommend the use of the rough set concepd [9] as the mathematical basis for these
arests. The sugpested approach enables a precise, mathematical formulation of fundamental
concepts of these areas. yields new theoretical results and offers simple learning algorithmes

1. Imntroduction. This paper is a modified version of [11]. where the
application of rough sets to learning from examples and induction was
suggested.

L1 Information system. In this section we introduce basic concepts
needed to define precisely the idea of learning from examples. delivered by
1 teacher, an expert, environment. etc.

21, Definition of information system. We shall start our considerations
rom the notion of an information system.
By an information system we understand the 4-tuple

§ = (Univ, Val, Att, f)

& here:
Univ - is a finite set of objects.
At — is a finite set of attributes,
Val= | | ¥V, —is domain of attribute o,

ilﬂ.ill 5
£ Univ x Att — Val — is a total function such that /' (x. y)r Val, for every
arAtt. x¢ Univ called information function.
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The function f.:Att— Val such that f (u)=f{x,a) for every xel=
deAtt will be called information (data knowledge, description] abow
in §. Any pair (a.v), acAtt, veVal, is called descriptor in §.

Thus, an information system may be considered as a finite table in w5
columns are labelled by attributes, rows are labelled by objects and
entry in the g-th column and x-th row has the value [ (x. a).

L1 fadiscernibility relation. Let § = (Univ, Att, Val, f) be an informar
system and let 4 - A, x, ye Univ.

By 4 we mean a binary rclation on U (called an indiscernib
relation) - defined as follows: We say that x and y are indiscernible =
the set of attributes 4 in § (xAy) iff Jila)=f, (a) for every ac A.

One can easily check that A4 is an equivalence relation in L=
for every 4 - Att.

The equivalence classes of the relation 4 are called A-elementary s=
in §.

Thus every A — Att defines a classification (partition) of Univ — denote
A*, and the equivalence classes of the relation A are classes (bloc
of the classification 4%,

Certainly A* = Univ/4. We shall use the notation Univ/A when speak i~
about relations, and A* when speaking about classifications.

If ‘4 and B are equivalence relations, then C = ANB is called
intersection of A and B, and is defined as follows:

xCy ilf xAy and xBy.
lt can easily be seen that

A= (1a for every A = Att.
as A

Any finite union of A-elementary sets will be called a A-definable =
in 5. An empty set is A-definable for every 4 = Att in every §.
23, Approximation of sets in an information system. Let 5§ ={(Univ. *
Val. f) be an information system, X = Univ and 4 = Att.
By the A-lower (A-upper) approximation of X — Univ in §, we¢ mea
the sets AX (AX) defined as follows:
AX = {xeUniv:[x]3 = X}

AX = [xeUniv:[x]3N X 2 0}.
The set
Bn (X)=AX—-AX

is referred as the A-boundary of X in §.
It is easy to check that each information system § = (Univ, Att, Val
and each subset of attributes 4 = Att define a topological space T. =
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= (Univ, Def, (5)), where Def, (S) is the family of all A-definable sets in §.
and the lower and upper approximations are interior and closure in the
topological space Ty;. Hence the approximations have the following properties:

N AX S X< AX
2) AD= A0 =10; 4 Univ= 4 Univ= Univ
HAXUY)= AXUAY
4) A(XUY)=AXUAY
SHAXNYy=AXNAY
6) A(XNY)c AXNAY
T AlI=X)1= —A(X)
§) A—(—X)= —A(X),
Moreover, for the topological space T; we have:
9) AAX = AAX
10) AAX = AAX.
4X is called the A-positive region of X in §; Bn, X is called the

A-doubtful region of X in §; U—AX is called the A-negative region of X
in §.

2.4. Accuracy of approximation. With every subset X = Univ we associate
a number 2, (X) called the accuracy of approximation of X by 4 in §,
or, in short, the accuracy of X, where 4 and § are defined as follows:

card AX

card AX

ay(X) =

Because of properties 3) and 6) (Section 2.3) we are unable to express
the accuracy of the union and the intersection of sets X, Y in terms
of the accuracies of X and Y.

25, Non-definable sets. Let § = (Univ. Ant, Val, f) be an information
system and let 4 = Att, X = Univ. Note that X is A-definable in §
if AX = AX. We shall classify non-definable sets into the following classes:

a) X is roughly A-definable in S, iff AX #0 and AX # Univ,

b} X is internally A-non-definable in 8, iff AX =0 and AX # Univ,

¢l X is externally A-non-definable in S, il AX = Univ and AX # 0.

d) X is totally A-non-definable in §, iff AX =0 and AX = Univ.

Let us remark that if X is definable, roughly definable, or totally
non-definable, so is (—X); if X is internally (externally) non-definable,
then (— X) is externally (internally) non-definable.
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26. Approximation of jamilies of sets. Let § = (Univ, Art, Val, f') be as
information system, A  Att, and let ¥ = {X,, X,.... X,}, where X, = Un
i=2, be a family of subsets of Univ.

By the A-lower (A-upper) approximation of X in §, denoted AX(AX
we mean sefs

AX

N A AR
and

A = :;1.3(,, a'!Xl-----Ax.u':-

respectively.
If X is a classification (a partition) of Univ, ie. X;NX;=0 for even

L]
i,j=n,i#jand || X;= Univ, then X, are called classes (blocks) of X
i=1

If every class of X is A-definable, then the classification X will ke
called A-definable.

g
Pos, (X) = | | AX, will be called the A-positive region of the classification
i=1
XinS5s.

Since Univ= | | AX;, there is no A-negative region for any A of the
Ie=1

classification X in 5.

Bn,(¥)= 3 Bn, X; will be called the A-doubtful region of the classifi-

im]
cation X in §.
If X=1{X,,X,,.., X, is a classification of Univ, then

1=
8
="
=
-

pa¥)= =1

card (A X;)

||'M =

will be called the accuracy of the approximation of X by A4 in 5. or
simply the accuracy of X.

.4 (X) expresses the ratio of all positive decisions to all possible decisions.
when objects are classified by the set of attributes 4.

We can also introduce another coefficient called a quality of approximation
of the classification X = [X,, X,, .., X,} by the set 4 of attributes, defined
as follows:
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Y card AX;
Pal® = e
card {Univ)
Quality 7,(X) expresscs the ratio of all A-correctly classified objects
to all objects in the system.
Obviously, fi,(X) <7,(X) and f,(X)=7,(X) if X is A-definable.

L7. Dependence of attributes. Let § = (Univ, Att, Val, f) be an information
system and let 4, B = Att be subsets of attributes.

We say that set of attributes B depends on the set of attributes A
in §, Ag B (or in short A—B)iff A< B.

One can show by simple computation the following properties:

Fact 27.1. The following conditions are equivalent:

1)As B

2) AUB=A

3) B* is A-definable in §

4) A(B*)= A (B*)

5) 7. (By=fi,(B*) = 1.

Fact 27.2.

il B= A, then Av B

il A Band A" 2 A, then 4 o B

il A B and B - B, then 4 B

4) if Ay B. then A o—— B.

A simple algorithm for checking whether 4 ¢+ B results or not from
properties 1) (Fact 2.7.1) and 4) (Fact 2.7.2).

We say that B roughly depends on 4 in §. iff 0 <7, (B*) < 1. Then
we write 4 ¢+ B, where k=7, (B*).

Il A7 B. then the dependence 4 —+ B holds for some objects only,
namely for all x=Pos, (B*), ie. the objects belonging to 4-positive region
of the classification B*. The 5, (B*) indicates the percentage of objects for
which the dependence 4 — B holds. In other words, A B il A B
i S 'Pos, (B*),

We say that B s totally independent of A4 in § iff v, (B*1=0. The
meaning of this definition i1s obvious.

2B. Reduction of wirributes. Let § = (Univ, Att, Val, f) be an information
system and let 4 = At



578 £ Pawlak

e ——

a) A< Att is independent in § iff for every 4' = A, A' = 4, o
b) A = Att is dependent in S iff there exists 4" = A, such that 4= 4
c) A= Att is reduct of Att in § iff 4 is the maximal independent se
in 5.
It can be easily shown that the following properties hold:

Fact 281

a) If A is independent in 5, then for every a,beA neither a5
nor bgsa, 1e all attributes from 4 are pairwise independent.

b) If A is dependent in S, then there exists 4" = A, independent in §
such that ' A—A".

3. Application to learning. Machine learning from examples can be
very easily formulated in our approach leading to new important theoretical
and practical results,

In order to avoid confusion with the existing terminology, we introduce
new terms for machine learning: static and dynamic learning, discussed
in two successive sections of this paper.

3.1. Static learning. Suppose we are given a finite set Univ of ohjects
Elements of Univ are called training examples (instances) and Univ is
called training set. Assume further that Univ is classified into disjoint
classes X;, X;,...X, (n=2) by a teacher [expert, environment). The
classification represenis the teacher’s knowledge of objects from Uni
Furthermore, let us assume that a student is able to characterize each
object from Univ in terms of atiributes from set 4. Description ol objects
in terms of attributes from A represents the student’s knowledge of objects
from Univ.

We can say that the teacher has semantic knowledge and the student —
syntactical knowledge of objects from Univ.

The problem we are going to discuss in this section is whether the
student’s ' knowledge can be matched with the teacher’s knowledge, or,
more precisely, whether the teacher’s classification can be described in terms
of attributes available to the student.

Thus, static learning consists in describing classes X, X;, ... X, In terms
of attributes from A, or more exactly, in finding a classification algorithm
which provides the teacher’s classification on the basis of properties
of objects expressed in terms of attributes from 4.

The problem of static learning can be formulated precisely in terms of
concepts introduced in the previous sections as follows:

Let § ={(Univ, Att, Val, f) be an information system, associated with
the student’s knowledge of elements of Univ. Note that [, is student's
knowledge about x in 8. Let us extend system § by adding a new
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attribute e representing the classification provided by the teacher, ie,
e=¢*=|X,;, X;, .., X,}. Thus we obtain a new information system § =
= (Unv, Att, Val, f), where Att = AU {e}, AN e} =0, Val'= ValU{1,2,..,n},
FUniv x A=f, fo(x)=1i iff xeX,. The f;(e), called teacher’s knowledge
on x in §, is the number of the class to which x belongs according
1o the teacher's knowledge.

Thus, the problem of static learning is reduced to the question
whether the classification e* is A-definable. In virtue of property 2.7.1.
e* is A-definable iff 4—e, ie the problem whether there exists an
algorithm to “learn™ classification ¢* by checking the properties of objects,
15 reduced to proving whether the attribute ¢ depends on the set of
attributes 4 in §'

If the dependence 4 -»¢ holds, one can formulate an (A, e)-decision
algorithm (see [12]), which will be here called a learning or classification
algorithm, and which represents the dependence function. In other words,
the algorithm can be used directly as a learning algorithm,

Because the algorithm is a set of decision (classification) rules, this
means that learning a classification consists in finding the classification
rules.

3.2. Example. Let us consider for example an information system given
in the Table presented below and let us assume that the attribute ¢
in that system represents the classification ¢*, provided by the teacher.

Limv i h C
X 1 ] 2
X3 ] | I
X3 2 0 0
Xy 1 0 ]

We ask whether the classification can be expressed by attributes a and b.
Because the dependence [a, b} — ¢ holds, the learning algorithm exists,
and it has the form

(a:=1}{p: =0)=(c: = 2)
(a: =0=(c:=1)
fa:=2)+{a: =1) (b: = 1)=(c: =0).
Mote that we are nol allowed to remove a or b because the set
{a, b} is independent in §.
It may happen, that the teacher classification ¢ is not A-definable

That is to mean that the learning algorithm does not exist, and it is
impossible to classify correctly the objects by examining their features.
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In such a case it is possible to classify objects only approximately.
i.e. to approximate the classification ¢* by the set of attributes 4. This
is to say, that we are unable to classify every object correctly; only some
objects (possibly zero) can be classified properly in this case.

Obviously, there is no deterministic classification algorithm in the case
of an approximate classification, but there is non-deterministic one.

Two coefficients — accuracy and quality — of the approximate classifi-
cation show which part of objects can be classified correctly (quality)
and which part of decisions can be correct (accuracy).

It can easily be seen from table above, that the classification o*
is not (a, b)-definable. Hence we can approximate the classification ¢
by set of attributes {a, b!.

In order to do that. let us first compute classes of the classification ¢*
(equivalence classes of relation c¢), which are as follows:

Yi = (%1, X4, Xq2}
Y; = {x3, x5, Xg!
3 = X Rk Ky M By WL
The equivalence classes of relation {a, b} are following
Xy = {x1, x4, X3, Xg, %11, X12}
Xi = {x;, X¢, Xo|

= 1
Xa — {_t]. .‘f-',h. x]r_“.

Let us set 4 = {a, b}. Then the following sets are the lower A-approxi-
mation of ¢*:

AY, =0
AY; = X,
A¥y =X

and the upper A-approximation of ¢* is:
I =,
AY, = X,
AY; =X, UX,UX,.

Thus the class Y, is internally A-non-definable, ¥, is A-definable, and Y,
is roughly A-definable.
The corresponding accuracy coefficients are:
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a4 (Y)=0
oy (Ya) =1
2, (¥) =05,

Thus it is impossible to learn positive instances of ¥, but it is
possible to learn negative imstances of ¥, (if xe¥;UY; we know that x
is not in Y}

In other words, it is impossible to classify correctly x;, x4, %2 by
observing their features expressed by a and b.

Y, can be learned fully, ie all elements of Y, can be classified
correctly on the basis of their features expressed by a and b.

Yy can be learned only roughly, ie only objects xj. x4, %y, can be
recognized on the basis of a and b as elements of ¥;; objects x;, x5, xg
can be excluded from Yi, and Y; = {x,, X4, X5, Xg, X11, X12) 15 the doubtful
region of Yy, ie it cannot be decided on the basis of a and b
whether the elements of X', are, or are not, in Y;.

The accuracy and quality of learning are:

P card [_AY2]+L".1I51 [;_‘lYﬂ"____= p— T
Batc®) card (AY,)+card (AY:)+card (AY,) 98=05

. card (AY:)+card (A1)
Yalc¥)= —— s

s =9/12=1.75,
card (Univ)

which means that at most 75 per cent of instances can be classified
correctly and at most 50 per cent of decision can be correct.

Note also that [a,b} has one reduct, namely a. This means that it is
not necessary to have both a and b to learn the classification ¢* but
it is enough to use a only.

3.3. Dynamic learning. Static learning consists in a description of objects
by a student classification provided by the teacher, or in other words,
in learning classification (decision) rules on the basis of training examples
provided by the teacher. The classification rules learned from training
examples can be assumed as the background knowledge of the student.
The guestion arises whether the background knowledge can be used to
classify correctly the new objects not occurring in training examples.

Classification of new ohjects on the basis of background Kknowledge
previously acquired from training examples will be called the dynamic
learning,

The problem of dynamic learning can also be regarded as a kind
of inductive generalization (inference), but we shall not consider this problem
here.
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Discussion on induction can be found in [2]. In [5] the inductive
generalization from the point of view of the rough set theory is discussed,
however, in our approach we assume a somewhat different approach.

In this section we shall consider the problem of dynamic learning
in terms of concepts introduced in previous sections.

Let §=(Univ, Att, Val, /) be an information system, where Univ
is the training set, Att = AU e}, A—is the set ol attributes associated
with student, ¢ —is the teacher attribute providing classification e* of
training examples, and let A be the classification algorithm (see [12])
resulting from the set Univ of training examples.

Assume that the student has to classify a new object x (not belonging
to the training set Univ) using the classification algorithm 9. Let £
be an A-elementary term describing object x.

If in the classification algorithm U there is a decision rule 1, =i
such that r;=t,, the student will assign object x to the set f (1))
If there is no such rule, the student is unable to classify the new
object by means of algorithm 21

We assume that the teacher also classifies the new objects according
to his knowledge. If both decisions (that of the student and that of the
teacher) agree, the student classification is correct — otherwise the classifi-
cation is incorrect.

Thus by adding a new object x, we face the following possibilities:

1) the student classification of x is correct,

2) the student classification of x is incorrect,

3) the student is unable to classify the new object x.

In order to show how the background knowledge influences the
correctness of student decisions we have to investigate how the accuracy
and quality of learning can change in all above mentioned three situations.

Because adding a new object x to the set Univ results in a new
information system §', our task is to compare the coefficients fi, and f§,
for § and §', respectively, in the three above mentioned situations (correct,
incorrect, classification impossible).

Let us remark that adding a new object x to the set Univ changes
also the teacher classification. The new object can match one of existing
classes or it can form a completely new single element class.

The accuracy coefficient for these three situations is given below:

a) Correct classification:

card A (e*)+1

Sl Al

where
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A (e*) (A (e*)) is the lower (upper) approximation of the classification
e* =1{X;,X;, ... X,} in §,

card A (e*) = ) card AX,,
e
card 4 (¢*) = } card AX,, .

I=]
K ,(x)—arity of x in § with respect to A.
The arity of x with respect to A4 in §, k,(x) is the maximal
number of classes X; , X, ..., X;_in the classification ¢* such that

xe [ AX, .
=1 .

b} Incorrect classification:

card A (¢*)—card [x]
ﬁ.i'{E*} — O I e e
card A (e*) 4k, (x)
where [x] is the set of all objects in UnivlJx having the same description
as x.
c) Classification impossible:

L card ﬂ_[_e“'] ;
Bale®) = card A (e*)+1

The quality coefficient has the value:
d} Correct classification:

card 4 (e*)+1
yaleye BUE e

card Univ+ 1
e} Incorrect classification:

card A {e*)—card x

Yur (%) = ——
ark card Umv+ 1

f) Classification impossible:

g T card A (e¥)
74 (€)= Grd Univ+ 1

Let us discuss briefly the above formulas. Consider firstly the deterministic
case, when the classification algorithm is deterministic. In this case both
coefficients ' and ¢" are the same and have the form:

g) Correct classification:
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i Lol *=::ardl_]ni1-r+i =E:ElrdUniv_ A g
Bule®)=raleh) card Univ+1 r:arldLInif.r_’ﬁ"{‘?}_“[ﬁ}_I

h} Incorrect classification:

card Univ—card [x]

Bagle*) =74 (e*) =

card Univ+1
i) Classification impossible:
card Univ
i ' * = .
Bale®) =140 = GrdUnivy1

This is to say that:

1. Correct classification does not change the accuracy and quality
learning.

2. Incorrect classification decreases the accuracy and quality of learning
“eszentially™,

3. Impossibility of classification decreases the accuracy and quality o
learning “slightly™.

TnFﬂrdeI}'. it can be explained as follows:

. If the training set Univ has all possible types of ol:r_u:t.t:., adding
a new object does not improve the background knowledge and ths
knowledge is sufficient to learn properly how to classify any new object

2. If the set of attributes 4 is not large enough then the studem
may face a situation in which the new object x has the same secriptios
as another object y in the training set Univ, but x and y belons
to two different classes according to the teacher knowledge. This 1s @
say that these two objects are different in the teacher opinion, whil
the student is unable to distinguish them by checking their properties
(attributes from the set A), which leads to an incorrect classificatios
Thus, in such a case the background knowledge is not sufficient
classify a new object correctly.

3. If the set of examples Univ is not large enough it may happes
that the new object x has a completely new description in terms
attributes from A, and this description does not match any descriptios
of objects in the training set Univ. So, the student is unable to classif
this object by means of the classification algorithm. Also in this case the
background knowledge is not sulficient to classify the new object correctls

The above discussion could be more precise if we used the conceps
of a sample of a set (see [9]), but this lays outside the scope of the
article.

Let us now discuss the case when the classification algorithm
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non-deterministic. The accuracy of learning in this case is the following:
i} Correct classification:

card A (e*)+1 card A (e*)

card A (e*)+1 card A4 (e¥)

Ba(e*)= = fale?)

k) Incorrect classification:

card A (e¥)—card [x]
card A (e*)+k 4 (x)

fig (e*)=

[} Classification impossible:

oy card Ale*)
Ba(e®) card 4 (e*)+1

It can easily be seen that in the case of correct classification the
accuracy is not decreasing with a new experience (new objects). This
means that the background knowledge can be improved by proper new
examples in contrast to the previous case of deterministic algorithm,

The case of incorrect classification by non-determinmistic classification
algorithm needs some more explanation. Incorrect classification means that
the student is unable to assign the new object to any single class,
although he is able to point out several classes to which the object may
belong. However, according to our definition, this is not a proper classifica-
tion. Therefore. the accuracy is decreasing in this case The last case
is obvious.

Similar discussion can be provided for the quality coefficient and is
left to the reader.

To sum up, if the student background knowledge is complete in
a ceriain sense (the classification algorithm is deterministic) it provides
the highest accuracy and quality, and it is impossible to incréase the
classification skills of the student by new examples. If the background
knowledge 1s incomplete (the classification algorithm is non-deterministic)
the classification skills of the student can be improved by the properly
chosen new training examples.
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3. NMapnak, OOViende o apEsicpavi

B uactoameidi craree npennaraerca HOBLIE ToOaXOO K Uﬁ-}'IIEIIHIO no npHMepas H K J0E3-
FATCARLTEY MCTOA0M HHOVEIIMH. Flpm.uaraer-cﬂ NPAMCHECHHC ﬂpHEﬂHI.’eHH]ﬂI MHOEKCOCTE Eik
MATEMATHHECKOR OCHOBR 3THX 0DracTell. Belienaisannpi 100X0/1 NPEIOCTARIRET BOIMOKHOCTE
TOYHO MATCMATHMCCKH C‘bﬂpM}'ﬂHpDﬂﬂ'ﬁb CCHOBHLIC NOHATHA ITHX Dﬁ.-'IHI:Tl:ﬁ1 BCICT K HOBBIM
TEOPETHHECKHM PE3YNBTATAM M NPOCTEIM ODYMAIMIHM AI0OPHTMEAM,



