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Sammary. In this note the concept of the rough dependency of attributes in an information
sysiem is introduced and it is shown that this concept is equivalent to that of approximation

ol scis,

1. Introduction. In this note we introduce the concept of a rough depen-
dency of attributes, which can be viewed as a generalization of attribute
dependency, considered previously in connection with information systems
and rough sets theory (see [1])

2. Information system. By an information system we mean the 4-tuple
§=(U,4,V.

where
U —is a finite set of objects, called the universe
A —is a finite set of attributes
V=1|J V¥, and ¥, -is the domain of attribute a

agd
p:UxA— V—is a total function, such that g (x,a)el; for every agAd
and x=U - called the information function.
The function g,: A — ¥ such that o (a) = g (x, a) for every acA and xelU
will be called information about x n 5.
We say that objects x, ye U are indiscernible with respect to the subset
of attributes B< A in §(x 3 y) if ¢, (a) =g, (a) for every aeB.
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Obviously  is an equivalence relation in U for any B< 4. The equ-

valence classes of the relation ¢ are called B-elementary sets in 5. The
partition generated by the equivalence relation 7 Is denoted by B*,

Let §=(U, 4, V,9) be an information system. By the B-representatimi
of § we mean the information system defined thus:

S_ﬂ - {3*1 B, VB:‘.’B} I

where
B* ~is the family of all equivalence classes of the relation ¥
Vg = U Va

a=h
0p:B* % B— Vp, and gy ([x]g. a) = g (x, a). for every xell,acA, ([x];-
—denotes an equivalence class containing the object x).

If §=(U,A,V, g% is an information system and X S U then by the
X-restriction of § we mean the information system defined as follows:

SJ"'X = {X., A, V"_. QJ]
where

= L:.l Vox, and V, ; = lve V,: there exists xeX such that g (x, a) =,
as

3. Approximations of sets and families of sets. Let S =(U, A, ¥, ) be an
information system, Bc 4 and X < [/

The B-lower and B-upper approximation of X in S are sets defined thus
BX = {xeU: [x]yc X}

BXx = {er:[x]:mX;éﬁ}.

The set
Bng (X)= BX - BX

is called the B-boundary of X in §.

Il BX = BX we say that the set X is B-definable in S, otherwise 1k
set X is B-nondefinable.

Let & = R e Xl O B b family of subset of [
By B-lower and B-upper approximation of ¥ in § we mean sets

E{ B {Bxlﬁ BXIH oy B—er}
B¥ = {BX,, BX,, .., Bx,)
respectively,
In what follows we assume that & Is classification (partition) of (

LJ
ie. XinX;=@ and () X,=U for i %/ and U<l,j<n.
=]
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| R S
If B¥ = B4 we say that the classification if B-defi

e classification is S-nondefinable in 5.

Now let us introduce the two following notions:

nabie in §; otherwise

Posg ()= | | BX;—the B-positive region of 4 in §,

Bng(#)= | ) Bng X, —the B-doubtfel vegion of & in §
Certainly
Posg (¥)w Bng ()= U.

The B-positive region of the classification & is the subset of objects from
universe U, which can be positively classified (ie. uniquely assigned to
e class of the classification &) employing all attributes from B The
oubtful region of the classification & is the set of objects which cannot
be classified using attributes from B.
The number
e et card Pn?ﬂ (2}
)= G U

will be reffered to as a quality of the approximation of & by B m 5.
Of course

<y ()< L.

4. Rough dependency of attributes. Let § = (U, 4, ¥, g) be an information
system and let B,C = A

We say that C depends in degree k (k-depends) on B in S. in symbols
BLC, or B b C when S is understood, if k= y5(C%).

If k=1 we say that C totally depends on B in S; instead of B4 C we

shall also write B—C.
If 0 < k < 1 we say that C roughly depends on Bin S
If k =0 we say that C is totally independent on B in S.

The following two properties show the relationship between the rough
dependency and approximations.

Property 1. The following conditions are equivalent:
1) B=C
mﬂgic
3) B C
4 BUC=8B
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3) BIC*)=B(C*)
6) yg (C*)=1.

Property 2. B4 C in § if and only if B4 C in 5/Posg (C*) and BL C o
SXHHB{C*]‘-

5. Example. Consider an information system as shown .in the Table:

v

B
~

X
X
X3
X4
X5
Xg
X+
T
Xy

X1a

= il = S R .
L= - = - e
Ll = = = R

Let us compute {a, b} % {c} in this system. Denote {a, b} = B. Di:wmua*_-.tf
{(-'}* e {Xlr Xﬂ: XE}

where
: X1={x1ax5‘x9}
No= fv il
X;= {Ils Xa, g, xE}
and
B*= {1, Vs, Y}
where
¥y = {20 B e 0. Xg, Xg}
Yy = {%3. X7, %15}
Toetifig e Y.
Hence
EX1 == 'ﬂ
sz e 1"'2
Exs =1
and

Pos, ({c}*) = BX, UBX, U BX,=Y,UY,.
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v (iel¥l= 510 =13 =.k.

t means that for five elemenis only (x;, x3, Xg, X7, X10) the total depen-
; {a,b] — {c} holds, ie the value of the aftribute ¢ can be uniquely
mined when values of attributes a and b are known.
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Masnsx, TIpRiJREeHHan 3RICHMOCTE XaPaKTepHEX TPAINAKOE B AROPMATHORNRY CHCTEMBX

B uHacTosmed pabove BBOMMTCR MOHETHE MpHaMHEeHHoil  JABHCHMOCTH  XapakTepHBIX
HAEOE B HHOOPMAOHOHHOH CHCTEME, @ TAKME HOKAIBIBHCTCA, 4TO 3TO NORATHE FKHHBA-
0 NOHATHE TPHOTHECHIA MEORECTE,




