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Summury. In ths poper we presend a logical approach wwards & iboory of Information Starge
ard Rerrleval (15R) systems. First o formal langunge for describing properties of document sets
& intrecduced and the basic propenies of this | are i igated. Then ISR system is defimed
i such a way that with each document set an expression of the language is associated (which
“deseribes™ i), The properties of TRS system are stated and operations on 1SR sysfems are deflmed
(Tike extension and reduction of systems). The presented theory leads to a new computer inmplementa-
tion method of ISR sysiens which will b published ebewhere,

1. Syntax.

Derrmion 1.1, Let A, f be two given nonempty, disjoint sets, let {d;}.0 be
some fixed partition of A (that is, (90 {0 (F2f = dpmdye @), | dp=dA)
Tt}

For a given set 4 we define the language % as follows: The alphabet of &, contains:
1" constanis ¢, (for a e 4},

symbols T, F, v, A,

auxiliary symbols 7], v, A, =, ~, +, 0

wymbol =,

da e b

Drepirdimion 1.2, The set &7 of terms is the least set satislying 1% and 2%
I Tef, FeF, e (acd).
2 If by, tyeF thenm ~#,, 0 415, 8« fa, ;=125 In the sequel &, 5 (possibly with
indices) rafige over terms.

Derpamioy 1.3, The set & of formulas s the least set satisfying 1° and 2°,
I° IF #,,f, are terms then (o, =1y le 5.
=

I If g, e & then @, 0v e Pinds, > eF

We assume as axioms:
1" Substitutions of proposition caleulus axioms (cf. [2]) — for formulas
I° Substitutions of the axioms of Boolean Algebra — for terms

F il aed, then )
g ""[Z ﬂnJ-
UL
kwa

[+47]
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where 3 s an abbreviation for sum of bigger amount of terms. (In case when each
Ap e T s finite. If we admit 4; infinite, we nesd some modifications in syntax.)
A is called basic dictionary and F— family of features,

I. Semantics, commections with the symtax,

Dersimios 2.0 A system of information storage (1sr. system) over hasic
dictionary A and family of features I is a quadruple S=4X, A, §, ¥ where

H:d—=F(X)
satisfies conditions:
1" Ifiel, a,be A, a#b then
#¥{@n®H=0,
2" If ief then
I % (a)=X.
Ak

DrFrrmion 2.2, Valuation of terms. Given system S={X, 4, I, ¥ we define
inductively ||z, ¢z a5 follows:
@ (ellz=% (=),
() [~rllz=X=|klls,
€} s fzllg= [ty |l 7 Irs s,
Wy g+ tlle=10 Vi,
& |Fle=9,
{_ﬂ ||r|1t'-'¥+
L8 I G A P | L YW (PP
MNow assume |#]y 15 defined for all 12 5

ity =4/l = Vo [rylle=ltabs.,
TR A O lnleslitle,
G A liple=y ,
|1—| ﬂlﬁ = W ir "'?IIIZ_ A
For other connectives we extend our definition in a natural way,

Toeozes 2.0, Jf ¢ is an axiom then [glla=F.
Derramion 2.3, Let @=CX, A, [, %7 be a system xe X,
(@) An information on x in 2 is a function /3 J— 4 swech that fli)e d; and
(i) |x & U (Fi13)).
(b) A description of x in & is o term
rl Cr yaye
&r
Clearly an information on x determines a description of x{up to a possikle order of 1),
Dermamios 24, A system S is selective il
For all xe X, if v is a description of x in & then [|f|z = {x].
Thus w selective system is ome in which any two elements are distinguishahle.
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3. Completeness property of informational systems,
Derwmion 3.1 (a)  We define ef=c,, ¢l=w~e,.
i8] A term ¢ i3 called primitive if r=¢2* .. e where each g is O or 1.
{2) A term ¢ is in normal additive form if 1= %" ¢, where each ¢, is primitive term.
4d) A term { is in positive form if ~, = doss Aol Gscur in £
The axioms accepted in Sec. 1 allow us to prove formulas (in the theory of infor-
mation sysiems),
We use F to denote the existence of a proof of the formula,
TuEOREM 3.1
(2)  Ufrisa teem then there iv @ tevme 1y in wormal additive form such thar b=y,
{b)  If ¢ iz a term then there iy a term £y in pozitive noveud additive form such thar
Fi=is.
DEFrITION 3.2
{2) A primitive term is called complete iff for every { & I there is exacily one 26 A;
such that e, ocours in r.
o) A term 1 is in complete positive normal additive form if =% 1, and each
Iy 13 complete pesltive primitive term. =
Tuzores 3.2, If T is finite then for each term t there iz exactly one ierm ty (being
in complete positive normal additive form) such that ¥ i=i;.
Derrimiod 3.3, We introdoce relations =, & on & as follows
1°  #y= iy = there is ¢ such that Fr4i =1,
I onEbpwki=iy
This is nothing else but Lindenbaum algebra on 5,

LEsma 3.3
{2) = is a partial erdering in 5,
Bl = ir ar equivalence relation in 57,
(8] = penerates = Le, sty and faS =1 =l
DEFINITION 3.4,
() A term ¢ is semantically less than term 5 if for all information systems &
s =kl
(b Term ¢ i% semantically egual to the term 5 iff for all information systems

&: Wls=llsls-

Treorem 3.4, (Completeness property for terms).
(2)  The werm § i semanically less than the verm 5 §F i=5.
(B)  The rerm ¢ iz semantically egual to the term 5 OF t=5

4. Describable sets,
Derimmon 4.1, Let =X, 4, 1, I be a system of 1.5.0. A set ¥=.X is called

describahle within & iff there is re T such that |flg=T.
Lemua 4.1, Describable subseis of X form boolean algebra.
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Lemwma 4.2, If S ix finite selective system then every subwer Y= X Iy describable.
Since the face that every subset is describable implies selectivensss we get —
by Lemma 1.2,

THeoREM 4.1, IS is finite L5, system then & s selective i every sibset of X
is describable within &.

L. Operations on Lsr. systenis.

DeFwmion 5.1, Let @=(X, 4, T, U be an i.5.r. system. Let {7}, be a partition
of the set £, An induced family of systems {3,},;; is formed as follows: ;=
={X, A I, U where
@y A'=_) A,

FEY )
(b} n‘,-UFAJ {where I is a restriction sign).
In the same way the family of languages {9} is induced. Clearly & corresponds
o =,
DermaTion 5.2, Let {&,},., be a family of L&.f systems (E,=¢X, A7 T, U
and moreover { # jsA'NAT=0= 00, We define;
# S ={X, A8 U where d=|_| A, T=|_| F, U=1_J] U7,.
= iel Jed ied
Mote that Fof indeces partition F=F1 (7= And thus we naturally obtain
restriction of & to I
DerramioN 5.3, Let @ =X, 4% L, U5 (i=0, 1) be two isr. systems. We say
that S,=3, iff

[H.] XQEXL ¥
(B} A"=dAY,
€y FL=h,
[d) 'u: Uy (ah m Ky = L (a),
&y % dl=dL
Iely

Lesima 5.1, Assume S=¢X, A, I, U iz iar. system, {I)yes i5 @ partition af T
ard {3,}.p i induced fomily. Then for each jeJ, G55,

This shows adequacy of Definitions 2.1, and 2.3,

LEMMA 5.2, Under ebvious assumiptions E.E'__:; S

;e

THEOREM 5.1, Aswme S,=3, and ler ¢ be o term of the languwage &5, Then
[I#f] s, = Delle, P X

DreFimon 5.4, (ah E,,gE, iff E,=32, and X,=X,

(b) ED%EL iff 5,=2; and 4%= 4",
LemmMa 3.3, LI"E.,% Ey then lo=1,.
THEOREM 5.2, §f Sy =S, then there are isr. sysiems S; and Sy swch that

===
- -

EE;EEJ'
- A
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TueomeM 3.3, (@) If S & isr sotem and Y5 X then there & S such thay

= =" and Y is describable within S'.

) If = iz fimite i.er. system, 11 is @ boolean algebra of describable seis (within Z)
o B 5 gy boolean alpebra of subsers of X mch thase W=B=P (X)) then there s
& mch thar & %E' and B iz exacily boolean algebra of describable subsers of &',

6. Implementation restrictions.

Deprmimon 6.1, A family A= P (X) is called conus if (A (B)(B=A—=8 < H).

Derramion 6.2, A sufficient information in selective is.r. system & is 2 conos %
contaming all singehtons.

Derrmios 6.3, A term ¢ is conforming si. W iff || e 90

Lemma 6.1 The ser af terms conforming s, W forms a subfamily of 7 closed
e -,

Depimood 6.4, IF 9 is a s, for & we define
to~g e {la=(he e MW (lole ¢ M and 6]l €90).

LEMMA 0.3, ~y ir an equivalence.
Mote that in practical applications relation ~y plays important role.

DEFNITION 6.5, Every term &, % ¢ such that [#,]| 7 is called sufficient extension
of + for .

Lemma 64, The set of sufficient extensions of ¢ for U iz closed wunder « . However
{1 needs mot be elosed under +.
In practical situations we consider systems with numeration.

Dermamion 6.6, Let T, =% be an ordered set, [f S=¢X, A, 1 U 15 an is.r.
system and @ ¥ 2=, T then ¢ is called enumeration on 7.

Clearly g induces an isr. on peX (that is, an image of X under p), isomorphic
to 3.

Derramon 6.7. Term ¢ is called segmental is ordered isr system (&, @
iff pa(|fllz) is a segment in T, =%

The sepments are particnlarily convenient in the process of retrieval.

Thus we may wish to have certain terms in scgmental forms.

LEMMA 6.5, The jomily of segmental termz in =, @b iv closed amder .

Let ¢ be a family of terms such that (1, £,)q (¢ #8—[0, g O lsle =) then
wa have

LeMua 6,6, There is a well ordered sei £T, £ and enumeration @: X%.l" such
that each verm t &R is sepmental. Moevover we may order that fixed term 1
generater an fnivial segment of T.

The problem which families of terms may be segmented seems to us to be of
great importance. We do not know any sufficient and necessary condition. Yel we
give here a certain sufficient condition.
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Let IR be 2 family of terms, & an isr. system, 9% is said to satisfy condition ©
with respect to & ilf W decomposes into two subfumilies 907 and T such that:
(a) Every two different terms in ' have disjoint values (in ).

() There is a decomposition X of ' such that for every class W of X there is
at most one term £ e ¥ such that (e || Y ||z morsover,
L

If Wis & class of the decomposition ¥ (as before) then there are at most
two terms in B which values (in ) are not included in that of r.

We have:

TrecreM. ff I savisfes condition © with respect to S then there is ordering
AT L and p:x% suck that all terms in ¢ are segmental in {3, gh.
Proof of this theorem will be published clsewhere.

In a further work we shall present the hierarchical approach within our
[ramework.
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