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A MATHEMATICAL MODEL OF DIGITAL COMPUTERS

Z. PAWLAK

Mathematical model of Stored Program Computers ( S?C} have been investigated
by many authors (see references).ln this note we present a new mathematical
description of SPC as well as its programming language (the machine language} in

such a way that both these two notions are closely related one to another,

STORED PROGRAM COMPUTERS
The defipition of SPC,By SPC we shall mean the system
_ 7 S
M’<C#)J’MJQM)%M)ZM
M=<C LS s A7

where C,I are sets and S?/ }"/ are functions,

or briefly

The set C will be called the memory of M jelements of C are referred to as

memory states ( or contents) , the set I is called set ( or list ) of instruc-

tions of M,

The function S> : TxC>C , called realization of instructions,describes

how each instruction changes memory states,

The function yL/: ¢ > I, referred to as actual instruction selector ,
describes how an instruction is defined by the actual memory state,

Finaly the fUnction;z s C=>C s called next instruction selector ,

determines mnext instruction ( via next memory state) to be performed by the
computer,

In order to describe real computers we shall specify these sets and
functions so that basic properties of computers could be investigated in the
model.

The memory,The memory C is defined as the set of partial functions
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C<cB
gatisfying the following conditions:
7 AnD =+ ¢ )
2° A Bc < &~
ge C/f g €
‘ceC

where elements of A and B are called gddresses and values of C respectively,

1 is distinguished element of A called instruction regisier or counter , Dc is
the domain of ¢ and§ is the cardinality of X,

Instructions, Instructions of M are expressions belonging to a language
called here instruction language 7 « Thus first we define the language 7
and then with every computer M we associate the list of instructions IM '
which is a subset of 7(IM C T).

Instructions are finite sequences of symbols of the following alphabet:

%:(A)/m..,] //we//—;)())ﬁ )
where
A = is the set of addresses
f?""’fk - are names of some two argument functions from
BxBtoB
O(}‘">/ C) ) - are auxiliary symbols ,

To define instructions , we begin with the definition of terms , The set

of terms ?— over the alphabet ‘7? is defined as follows:
g8 Hteh  then te,
2° ff ¢ eT then «(E) € T,

{t%/éy 7ben ‘//zﬂzﬁ/jij .
(¢
G Hothing ¢lse i a Term ’

Now we can define the language of instructions in a very simple way:

7:{-&9{’; f,z’e?} Ut/J‘z‘@ﬁ}
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Thus each instruction is defined by a pair of terms exept STOP instruction .

Realization of instructions,In this section we define the valuation of terms

and the realization of instructions,

Valuation of terms in a memory states is a Punction
<y T x( =P
Instead of (£) we shall write
(x%) VT =B
where ¢ is treated as a parameter and (X ¥) is defined as follows:
7 /fosz’é‘ frt A
27 Uy (0((1‘))* (% (¢))
350 (£ et = 4 WL cer))

Realization of instructions in a memory state is a function

STy C =C

or if we consider instructions as parameters we may write realization in the

C —=c

form

c?,é 9 'é’ ]
and define it as
¢ )= C
Semz (¢
Cotop cc) 11w detimed for o ¢,
where
" ( =(Te ¢
/ / /
cx) =
; - /
CCr) Aor X F V(L)
By means of this definition we can easly classify instructions,Por example,
i i
if for some ¢ € C ngf)z{then f? Z is called jump instruction , other-
wise the instruction ?,‘”9{[15 operational,If in a jump instruction ?f: 7 i/
7
value?é/{ijis constant for all ¢ € G, then t—;f is called unconditional

jump , otherwise the jump instruction is conditional,

Selectors of instructions, Instructions in SPC are coded by means of ele~

ments of B,Therefore we introduce a one~to-cne function

. T—=58
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which to each instruction from I associates code from B,The function LCwill be
called coding function of a computer ,
Each memory state ¢ defines uniquely the instruction to be performed by the

computer being in the state c¢,This instruction is determined by the function

*rx'C—>Lr
defined as

Ve = ) cle(t)))

and referred to as an actual instruction selector

Next instruction to be performed by the computer is defined by the function

1:¢—=> C

A(e)=c'

such that ctx) , For v+ £
't =

where

wee), for ¥ =€,

,
and A. C?;%Zggs e function fixed for each computer,This function

willbe called next instruction selector,

Control and output function,In order to describe the action of a computer

it is useful to introduce a new fmctivm # :C >C called the control of M,
The control ™~ of M=<C, I, ?I J«,[/Z) is defined as
) = ﬂ(f}&(c) (c)) .
Thus the control perform the imstruction }Ar(c) pointed out by the instruction
register ( counter‘) and afterwards new content of instruction register(pounteq)
is set up by the function ;l .
If we wish to describe terminated actions of the computer it is useful to

introduce function &J3 : C = C called output function of M ,This function is

defined as follows:

/
wlc)=c¢

iff there exist a finite sequence Cp1CisecesCy s ciéfc such that €y =0C
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e, ,=¢ and (. = 7!_(C“) s i = Oylpaeesk=~1, °k¢ D_(T- .
The notions introduced in this section form primitives for theory of

computers,

MACHINE PROGRAMMING LANGUAGES

Semiprograms and programs,Programs in SPC are Tinite sets of instructions
lebelled by addresses,lMachine programming language is the set of all possible
programs in M,Before the definition of program in M let us first define the

notion of semiprogram in N,
o _ [4]
¢ <

be a set of partial functions such tha.i_
AN_ D,<<T )
ved 7
where 4,1, are the sets of addresses and instructions of M respectively,
Elements of f are referred to as gemiprograms in M,
Every pair <‘)/5’Q> , or briefly ‘qu , whers W&E and @ éé))ﬂ we

shall call program in M, and a will be called/fhe start a,ddress/o{' P o
The set of all programs in M will be denoted byf.In other words f is
machine programming langusge of M,

Realization of programs,Similarly to the realization of insiructions

we define the reslization of prcgr}a/s\ms.l'he realization of program is the function
/\ e 3
Se @ x C—=>C
or 1 )
Log s €= C.
A ¥
In order to define 9 Q/We introduce some auxiliary notions,let
had
@ E dx C
be a binary relation defined as follows:
A CC) =i ()
@( 7? C’)  xe Dy

and
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=
¢ xC
be a relation such that

A(1%c)e> AP )& (e(¢) =2 -
If @(f(} then we say  that CP is stored in ¢ , and if @/f‘?(’ we say that

YQ is prepared to realization in c,let

el @)
Yo fcel: A7) -

Now we are able to give the definition of realization:

A .
%{]oq (c) = w/cf’é ced

where C;/X denotes restriction of L to the set X.

and

It is easy to prove that forﬂevery SPC M and every program \/ in M

where (1) is the output function of N,

Some properties of programs,let

v CXA

be a2 binary relation such that Z /‘/
7_..
NlGr)e=, (/ / =

where //C is to mean ”(2') and 7‘4 is the k~fold composition of 7 .

a
We shall say that the program ']0 is open iff

V g Vi ;
otherwise the program ‘faf is closed,
One can show that for every open program V in M there exist closed

program yﬂ in M such that A

fwang'

Program 50 will be called self-modifying iff }0
V a f/ 7 N (¢ C’
otherwisze the progra,m YQ is fixed,

f
One can show that for very shelf~modifying program 7” in M does not

exist fixed program (]L in M such that



~

f%a - S)yé .

Thanks are due to dr,A,Mazurkiewicz for many helpful disscusions,
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