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ORGANIZATION O{ ADDRESSLESS COMPUTERS WORKING
IN PARENTHESIS NOTATION

by Zpzisraw PawrLar in Warszawa (Poland)

Introduction

KaLmir [1] and KAmmERER [2] proposed organization of a digital computer
working directly, without programing, in common used mathematical language
with parenthesis. It is hoped, in this paper, to bring attention to some new solu-
tion of this problem, refering to authors ideeas of addressless computers [3, 4].

Processes

We shall be interested in this paper in exact definition of the processes performed
by the computer under consideration. Notion of the process is a starting point of
our investigation.

Process A = (4,0, R) is a finite set A of objects, a finite set O of operations,
defined over the set 4 and an ordering relation R defined in O.

If the set O is well ordered by the relation R, we say that process % is sequential,
if the set O is partialy ordered by the relation R we say that process o is concurent.

In the following, the elements of 4 are denoted by small Greek letters and the
elements of O by capital Greek letters.

N

Process A is simple, if:

1. For cach A4 € O, there are three elements L(A), R(4), V(4), called left argu-
ment of the operation A, right argument of the operation A, and the result or
output of the operation A respectively.

2. For each a € A4, there is at least one operation A€ O, such that & = L(4)
ora=R(4) or a = V(4).

3. There exists exactly one & € 4, such that for none 4 € O neither a = L(4)
nor « == R(A) holds; « being called final result or output of the process U.
Final result of the process A will be denoted by *“A”.

If « € A and there is not such 4€ O that a = V(4), then « is initial data of
the process 9.

16*
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If « € 4 and there are 4, 2¢€ O such that « = V() anda = L(4) ora = R(4)
then o is called partiol result of the process 9.

Thus if the elements of 4 are natural numbers and the elements of O are arith-
metical operations defined on natural numbers, such as addition, subtraction ete.,
then ¥ is called process of arithmetical computations.

In order to make the notion of process more evident let us observe the defini-
tion of simple process is similar to the definition of the tree in the theory of graphs.
Operations are corresponding to the nodes of the tree and objects to the branches.
But the difference between this two notions is in the fact that there is not the order-
ing relation over points in the tree. Thus the process and the tree are quite different
ideas. But for the sake of simplicity we shall often use the notation of the tree
instead — the process.

Example of simple process is given below,

I shall consider in. this paper simple, sequential processes only.

Processes with order W and W

If in the process ™ = (4, O, R} the set O is well ordered by the relation R, we
will say that the process 9 is ordered by the relation R, or that the process 9 has

the order B. I shall consider only two ordering relations denoted by W and W.

Process A = (4,0, R) is called partial process of the process B = (4’, 0, Ry,
in symbols % < B if:

1. Acd’, 0c0O.

2. If o, B,y are left, right arguments and output of the operation 4 in 9(, then
are also left, right arguments and output of the operation A in B.

3. For each a € 4, if o is initial data in A, then « is also initial data in B.
If%A =B, and 4 is final operation in A, then A will be denoted by B(.1).

Difference B — A of simple processes B and U, is process obtained from the
process ¥ by removing from it all objects and operations belonging to the process 2,
except the final result of the process 9.

N
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T o= V(4) and «=L(Q2) we shall writte .1 — 2, and if a = V() elmd
a = R(Q) we shall writte 4 = 2. Now we may define the order W by s;/e ;2 )a
nu?neration of operations, that if a4,02eU aTld 4> Q , the;l g/'(da)niﬁ \() Q,
where W(A4), W(£2) are numbers associated with ope]jatlons 1, 2, ti(;n o
denotes that operation 4 is performed befor the operation £, or the opera

is performed after the operation 4.
The numeration W is as follows:
1. If A is final operation of the process A, then W(4)=1.
9. It A - 2, then W(A4) = W() +1.
3. I A= Q, then W(4) = Max W[A(2) —A (D)} + 1.

Max W () denotes greatest number of operation in the process 2. O‘rderogibsw;
obtain from the definition of order W by exchange the arrows -—>, = in point:

and 3.

Examples of numeration W and W are given below.

Order W

Thus the computation runs as follows:

Order W , Order W

5 42—4 3 +5=8
6—2—=4 6-2=4
8 -4 =12 844=12

12—4=8 2+2=4
315—8 12-4=38
88 = 64 8-8=064
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Programs of simple processes

l :Ver p o g
\Y% hlleal re IESentablon f a tree is Ca[l(.)/d 70q I et NN be b]le set ()1
. p am. L
names ()i Ob]ecbs belollglng to the set A, a:]ld let [ den()tes the set Of names Of opera-
.p a

tions b i « Y
el nbl g ] . El men Of ] not d b Ca’pl a'l La’ mn let T
ongir to }]le set ‘) ements P re (1e e t tte S,

data are denoted b :
y small Latin lett i
thesis as shown below. etters and partial results are denoted by paren-

String of .
the svmbboolq ;imobcc()\lirjiel(?ni]}? g to N and V is called program of the process if
A S 3 o 1mn e f . . :
Totted line. g same order as in the diagram to the right, along the

Thus the program of the above process is
((aBb) A((cD(dEc)) O(tFyg))).

Numeration of o i i
perations in the prograr 1 i
o ‘ T gram may be obteined in th i
. }llls number successive left parenthesis in the program, with o
ith each left parenthesis number i(1 <X ¢ < , e ontion

where o denotes any symbol in the program = m), we associate function K (o),

Let ¢’ be the next s i
ymbol to the right after
K:(0) may be defined recursively as ffllows:61 the symbol o Then the function

1. K;(0) =1, if ¢ is the left parenthesis number 7;
2. Ki(0') = K;(0) + 1, if ¢’ i ;
? 4 h ] . .
of data; is the left parenthesis number j (j - 1), or symbol

3 K (o)) — 1 —
(0') = K (0) — 1, if ¢ is right parenthesis or symbol of operation

It ma be ShO n tha;t the -
: v w symbol of operation for whi = €er
- y ich K, (o 1 has (;henumb re
or ]ng tO ’Dhe numeration . ThuS the function Ki (O')l (a,s)sociates tO each l ft
ccord t. W - elv
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parenthesis one symbol of operation with the same number as the corresponding
parenthesis. Similar definition may be given for the order W.

The following table gives the values of the function K;(o) for the discused
example.

, i

Program

clsrls DD
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S
&~

5]
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(el
Number of \

parenthesis | 112

|
|

| e |

IE
w

S
(oM
(3]
=

o | e |
— 1|

[
[\
—

‘ Kq(0) ‘
Number of
operation 2 1 4

Numeration of operations according to the order W may be also obtained directly
without the function K;(c) in the following manner. With each left parenthesis we
associate one symbol of operation. With the first left parenthesis from the right
side we associate symbol of operation contained in this (and corresponding right)
parenthesis. With each next left parenthesis we associate the nearest free to the
right symbol of operation. Symbol of operation is free when it is not assigned to
any parenthesis. Thus the above example of programm is represented now

3\ 6 I

where the arrows are marking relations between left parenthesis and correspoading
symbols of operations.

There is also third method of determination order W of operations, called here
reduction.

Let 9  B. o will be called subprogram of the program %', or in symbols
o = B, Let Ajay denote a subprogram cuch that the endoperation in 3rax has
the greatest number according to numeration W. If in the program ', we replace

subprogram Upax Py the symbol *, then the resulting expression will be denoted’

by Ui, and wil be called reduced program of the rank 1. Reduced program
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¢ ’
Illl may be r/edueed again, and we obtain reduce
n‘general U; denotes reduced program of the )
.It 1s easly to observe that by ; e o
ith step of reduction the ith o i

Similar rule is holding for th
as follows:

U ((aBb) 4 (cD(dEc)) O(f Fyg)))

arl ((aBb) 4((cD(dEc)) O*))
Uz ((aBDb) A((c D*) 0*))

Uz ((aBb) 4(*C*))

U ((aBb) 4%

U (*4%)

"

ftIn the following we shall writte in the progr
?, er the parenthesis, in the same order as th;
-or example we have .

am all symbols of data together,
YV are occuring in the program, so

U(B) AUD(E) C(F)] (a, b, ¢,d, e, f.g).

lhe expression in th i

pres e brakets is called sj ifi |
£ numerat: | simplified program. Bef i inei
| erations of operations, after small modification & ; elore given prlne%;‘)'les
rograms. are also holding for simplitied

Organization of addressless computers
The addressless computer consist of:

D-data memory
P-programm memory
R-Partial results memory
O-operator

C-control

The simplified diagram of the machine is as follows:

ExratEst
)

atrol is not shown in the figure.

» in the same order as
’ ‘ as
ry P contains reduced program of the computa-

R hold§ all partial results during the computation
operations ocecuring in the program. Contro) ¢ is.

the program. Program mem
1. Partial results memory
rator O is performing all

d program of rank 2, Uy ete.

ORGANIZATION OF ADDRESSLESS COMPUTERS 249

computing function K,(o) (or reduces the programm) and scanes all symbols
of operations in the order W (or W)—and scanes symbols of arguments correspond-
ing to each scaned symbol of operation. The scaned symbol of operation is set in
the operator (. If the scaned symbol of argument is symbol of data, proper data is
taken from the memory D to the operator; if the scaned symbol of argument is
symbol of partial result, as the argument the proper partial result is taken from
the memory R to the 6perator 0. Result of each operation is set in the memory B
according to the following rule:

1. The first partial result is located in the location 1.

2. If both arguments of the performed operation are data, then the result of
this operation should be located in successive free location.

Y

If one argument of the performed operation is partial result, and one is data,
then data is taken from the memory D, and as a second argument the last
number written in the memory R is taken, and the result of this operation
is written in the place of the number just taken.

4. If both the arguments of the performed operation are partial results as their
values are taken two last numbers written in the memory R, and the result
of this operation is written in the place of the last but one number in the
memory R; the last number is erased.
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