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Introduction

This paper sketches some ideas and results concerning the theory of
mathematical machines, obtained by the author during the period 1952—
1961. A certain type of organization of digital computers, working directly
in given mathematical language, is studied in this paper. The study leads
to a new class of mathematical languages for functions. Some of them are
reported here.

Processes

A process A = (A4, O, B) is a finite set 4 of objects, a finite set O of
operations defined over the set A4, and the ordering relation R defined in O.

If the set O of operations is well ordered by the relation R, we say
that A is a sequential process; if the set O is partially ordered by the relation
R we say that U is a comcurrent process.

In the following, elements of 4 are denoted by small Greek letters
and elements of O — by capital Greek Letters.

Process 9 is called simple, if and only if:

1. For each 4 € O, there are three elements L(4), R(4), W(4) called
left argument of the operation A4, right argument of the operation 4, and
result or output of the operation A respectively.

2. For each a € A4, there is at least one operation 4 € O, so that
a = L(A) or a = R(A4) or a = W(d4).

3. There exist exactly one a € 4 such, that for no 4 € O neither
a = L(4) nor a = R(A) holds, a being called final result or output of the
process 2. The final result of the process U will be denoted by “A”’.

If a € A and there is no 4 € O such that a = W(A4), then a is the initial
data of the process 9.

If a € 4 and there are A, 2 ¢ O such that a = W(Q) and a = L(4)
or a = R(4), then a is called a partial result of the process .

Examples of simple processes

If A is the set of natural numbers and the set O is the set of arithmetical
operations such as addition, substraction, multiplication and division, then
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9 is a process of arithmetical computation and “%” is the final result of the
computation. . ' '

If A is the set of truth-values and O is the set of logical operations as
negation, conjunction and disjunction, then 2 is a process of logical compu-
tation and <9 is the logical value of the process 2.

Fic. 1

If A4 is the set of matrices and O is the set of matrix operations, then
A is a process of matrix computation.

If A is the set of axioms and of theorems, belonging to a given formal
theory, and O is the set of rules of inference in this theory, then % is a proof
of “A” in this theory.

The set A may consist of physical objects, O being the set of rules
of composition of objects belonging to 4; in this case A is a process of
production. :

In order to make the notion of process clearer, let us remark that
the definition of the simple process resembles the definition of a tree in
the theory of graphs. Operations are interpreted as nodes, and objects
as branches of the tree. But, in the definition of the tree there are no
ordering relations over the set of nodes, thus the process and the tree are
two quite different notions. However, for the sake of simplicity, we shall
often use the tree to represent a simple process as shown below.

The figure is obvious and requires no comments.

In the same way we may represent the process of proving theorems
and other mathematical processes, but in order to make the subject more
concrete, we shall consider arithmetical processes only in the following.
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Orders of simple processes

In what follows we shall limit ourselves to simple sequential processes

only.
If in the processes A = (4, O, R) the set O is well ordered by the
relation R, we say that the process 9 is ordered by the relation R or, in
short, that the process has the order L. There are four important orders

Fi¢ 2. Normal cross order P Fi1c. 3. Normal along order W

in simple sequential processes, namely P, W, P, W, called normal cross
order, normal along order, dual cross order and dual along order respectively.
We assume that with each operation 4 € 9 there is a natural number
N(A4) = 0 associated such that, if 4, 2 ¢ A and 4 > 2, then N(4) > N(Q),
where 4 > £ means that the operation 4 is to be performed before the
operation £, or the operation £ is to be performed after the operation 4.
Thus the definition of the order of a process may be regarded as a numera-
tion of the nodes in the corresponding tree. Instead of an exact definition,
which would be too long for our purposes, we shall show all four orders by
means of examples.

With reference to the previously given example of an arithmetical
computation, the operations may be ordered as follows:

Order P Order W Order P Order W
3+4=7 8—5=3 34+4=7 5+1=6
54+1=6 3+4=7 8—5=3 9—6=3
9—7T=2 9—-T=2 9—-T=2 3 +4=17
8 —5=3 2-3=26 5+1=6 9—7=2
9—6=3 5-+1=6 2.3=6 8—5=3
2:3=6 9—6=2 9—6=3 2+3 =26
34+6=9 31L6=90 346=9 3 4+6=09
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Programs of simple processes

Let N be the set of names of objects belonging to the process 9 and let
C be the set of names of operations belonging to the process 9. The program
of process U is any sequence of elements of N and C describing unambi-
guously process U. The program process 2 will be denoted by U’. In other
words, program U’ of process U is the linear representation of the corres-
ponding tree. There are many ways of representing the tree in linear form,
some of which will be treated here.

Fi¢. 4. Dual cross order P F1¢. 5. Dual along order W

Basis notation of a program. (Languages L, and L,.) The
sequence

o1 Qo Dy Ggnmy Gg0y Dy .. @30, Dy 0

1s a program of process U in language L, if, for each ¢ (1 < @ < n), @41,
ay; are names of left and right arguments of operation D, and D,., > D;,
where >\ denotes the ordering relation according to the normal order,
P or W. The sequence

a,Dyayay...D,_5a,,, Uon—y Dy Gy gty

is a program of process U in language L, if, for each 7 (1 < < n), ay,

@541 are names of left and right arguments of operation D,, and D, < +1

where < 5, denotes the ordering relation according to the dual order, P or W.
We can easily prove the following theorems.
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TaeorEM. 1 If A’ is a program of process A in L, with order P, then
the 7th symbol of a partial result in program A’ (counting from right to left)
denotes the result of the ith operation D;.

TaeEoREM 2. Let ¢ denote any symbol of program U’in language L,
with order W. Let ¢’ denote the next symbol in program A’ and let F,(o)
be the function which attaches to the symbol of operation D,; and further
symbols in the program a natural number according to the rule

1

F (o), if o is symbol of data.

F. (o) +1, if ¢ symbol of operation.

F (o) — 1, if ¢ is symbol of partial result.

Fic. 6

If A" is a program in L, of process A with order W, then the partial
result of operation D, is denoted in the program by the symbol ¢ for which
F (o) = 0.

" Similar theorems hold for language L,.

Some examples will show the application of Theorem 1 and Theorem 2.
Let us consider a process as shown below.

Operations are denoted by capital Latin letters, data are denoted by
small Latin letters and partial results by asterisk #. Thus programs for
different orders in languages L, and L, are as follows.

Language L,:

ef FocCd# EghGas Bx% D¥% A% order P,
ghGef Fds B DbcCax Bxx A% order W.
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Language L;:
% Axe% Bas D%xCbcEd%Ggh Fef order P,
% A% DaGghEdw Fef BaxCbc order W.

According to Theorem 1, symbols of partial results for each operation, by
order P and P, are as shown by arrows below.

- | | “
T L
e]‘F bcC dxE ghQ axB %% D %% A%  order P

T O S o R
J/ \ \V\L’ ‘ ‘l‘ | ‘L f I l -
% A%x Ba D% Chc Ed* Ggh Fef ~order £

From theorem 2 for order W we obtain

\ghG | ef B d#E |%%D |bcC | axB %%A| %

F, 1112 212| 10 |

Fo 1 10 |

F, 10

F, 1 112/212 | 10
Py 1 10

F, 1 0

F, 1/ 0

Indicating symbols of partial results by arrows, we have

B
CAP L e [ )
ghQ ede*E**DbcCa*B %% A% order W.

Proceeding in the similar way for order W, we obtain

Vo] " | ! v _
% A% Dxx Ggh Eds Fef Ba* Cbc  order W.

Parenthesis free notation of a program. (Languages
L, and L,.)

In L, and L, operations and corresponding partial results are denoted
by the same symbols as for example in Fig. 7.
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The sequence

opt1 Aop Aopn—1 Aop—g - - - Ug Ay Oy

is a program in language L, if, for each ¢ (1 <1 < n), a4y 1, @y are names of
left and right arguments of the operation with number ¢ according to order
P or W.
The sequence
hy @y g . - . Qop—y Qop—y Ugpn Bty
is a program in language L, if, for each ¢ (1 <+ <{n), ay;, ay; 1, are names

of the left and right arguments of the operation with number ¢ according
to order P or W.

Fia. 7

Theorems 1 and 2 after suitable modification are also valid in languages

L, and L,. Examples of programs in L, and L, for different orders have the
following form:

Language L, :

efbcd FghaCEGBDA order P,

ghefd FEGbcaCBDA order W.
Language L, :

A BDaCEGbcd Fghef order P,

ABDEGghd FefaCbc order W.

In each language finding the proper symbol of operation for each pair of
arguments presents no difficulty.
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Lukasiewicz notation of a program. (Languages L, ar}d L,.)
Let us establish numeration of objects in the simple process in order

W and W.
The sequence

Ay Qg Ay . . Qgp g Uopq Aoy Qopnty order W

is a program in language Lj if a; is the name of objects of process U with
number ¢ by numeration with order W.

F1a. 8. Order W F1a. 9. Order W

The sequence
Q9n41Q2n Aon--1 Agn—g -+ - A3 Ay Oy

is a propram in language L, if a, is the name of objects of process with
number ¢, by numeration with order W.

Programs of the process given above in languages L; and L are
Language L,:

ABaCbeDEAF efGgh order W.
Language L, :

abcCBdef FEgkGDA  order W.

Parenthesis notation of a program. (Language L,.)
The well known parenthesis notation may also be assumed to be the

program of a simple process. Relation between the tree and parenthesis
formula follows from Fig. 10.
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Symbols along the dotted line arranged in a string form a parenthesis
program in L,. Thus the program of the above process in L, is

((aB(bCc))A((d E(eFf))D(gGh))).

Let us define function G(o) which number all operations of program A’
in L, according to order P.

Fic. 10

Let H(o) be the function defined by recurrence

(
H(c) = 1, if o is the first symbol in the program.
, H(o) + 1, if ¢ is the symbol of data or left parenthesis,
H(o') = {H(a) — 1, if o is the symbol of operation or right”)”.
parenthesis.
H (o) will be called the depth of the symbol ¢ in the program.
Let o, denote the symbol of depth p. Function G(c) will then be defined
as follows-

G(e) =0, if 0' is first symbol in the program.

o) — , if o, is left or right parenthesis or symbol of data,
(0p) = crp —|— 1, "if 0, 1s symbol of operation.

G(o}.1) = G(o}), where 0pi1 denotes first symbol of depth p +1

in program, and a denotes latest symbol of depth p,
in the program.

Table I gives the values of functions H and @ for the previous example.
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TABLE I
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A similar definition may be given for the determination of order P.
A numeration of operations in the parenthesis program % with order
W may be obtained in a similar way to that presented in the paragraph
concerning languages L, and L,. Let us number successive left parentheses

in program U with numbers 1, 2 . With each left parenthesis we associate
function K,(¢) defined recursively:

K,(0) =1, if o is the left parenthesis with number 3.

,( ') K (o) +1,if ¢ 1s the left parenthesis ( or symbol of data.
K (o’') = K;(0) — 1, if ¢’ is the right parenthesis ) or symbol of
operatlon.

It may be shown that if %’ is the program in language L, of a simple
process with order W, the symbol of operation, for which K;(¢) = 1, has
the number ¢ accordmg to order W. Thus function K;(¢) associates to each
left parenthesis one symbol of operation with the same number as the
corresponding parenthesis. A similar definition may be given for order W.

Table II gives values of function K; for the example discussed.

i

TABLE II
Program ( (|l e | B | ( b | C e ) ) 4
Number of parenthesis 1 2 3
K, 1 2} 3, 2, 3/ 4, 3|, 4 3, 21
K, 1| 2 1
K, 1) 2] 1
K,
K, |
K, | |
K,
number of operation 2 3 1




NEW CLASS OF MATHEMATICAL LANGUAGES 237

TABLE 2 (CONTINUED)

T clalz]lclelr sl i inlclaleran i
4! 5 6 K |
| | |
1l2¢32343§432i}1! |

1l 2 o
| 121 |
HEEEEREEE

Organization of the machine

Our task is to give the general scheme of the machine for the realization
of simple sequential processes according to a given language. There are
several solutions of this problem. One solution will be briefly reported here.
Some others are to be published elsewhere.

Let us consider a machine consisting of:

R = Partial result memory
D = Data memory
P = Program memory

O = Operator
C = Control
Each memory consists of cells denoted by r,, r,, ..., d, dy, - . -, Py, Pys - - -

for memory R, D and P respectively. Each cell of data memory may hold
one number (initial data). Data are located in memory D in the same
order in which they occur in the program. Program memory P holds the
program of the process in any of the relevant languages. Each cell of memory
P holds one symbol of the program. Memory of partial results R stores the
result of each operation according to rules described later. Operator O
performs operations occurring in the process. Control scans symbols of
operations in the program stored in memory P, in the predetermined order
P,P,W, W, and investigates symbols of arguments associated with the
scanned symbol of operation. Next the contents of memories D or R is read
and sent to the operator O. The result of the operation is located in
memory R.

Let us define two rules of location of partial results in memory R.




238 Z. PAWLAX

R ule 1. Partial results are located in consecutive cells of memory R,
beginning with cell 7, and read in the same order beginning also with the
first cell 7.

Rule 2.Partial results are located in consecutive free cells of memory
R, and read beginning from the last occupied cell. After reading, the cell
is free.

It may be shown that for order P or P the memory of partial result
working according to Rule 1 is necessary and for orders Wand W thememory
of partial results have to work according to Rule 2.

Thus the location of partial results in the computer with assumed
organization does not depend on the language used for programming but only
on the order in which operations are performed. However for different
languages discussed here the method of scanning the formula in memory
P is dissimilar. For instance, when the basic language is used, the operations
in the formula occur in the same order as they are to be obeyed by the com-
puter, thus the control scans all symbols of the formula in consecutive order.
But when another language is used, e.g. parenthesis notation, the symbols
of the formula are to be read not in the consecutive order but in such a
sequence that after operation 7 operation 7 -+ 1 is scanned, where ¢ is the
number of the operation according to the numeration P, P, W, W. Thus
special means must be provided in this case in order to read the formula
in the appropriate order. This causes some complications in the organization
of the computer, so the proposed scheme is rather more suitable to basic
language then to Lukasiewicz or parenthesis language. For these two last-
mentioned languages some different solution of the organization of the
computer seems to be reasonable. This is studied in some detail in the
author’s book [1].
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