
Rough Set Theory:
A new Mathematical Approach to Data Analysis

Zdzis�law Pawlak

Institute of Theoretical and Applied Informatics

Polish Academy of Sciences

ul. Ba�ltycka 5, 44 000 Gliwice, Poland

e-mail:zpw@ii.pw.edu.pl

1 Introduction

Rough set theory is a new mathematical approach to data analysis recently known also
as data mining. In recent years we witnessed a rapid grow of interest in rough set theory
and its applications, worldwide.

The rough set approach seems to be of fundamental importance to AI and cogni-
tive sciences, especially in the areas of machine learning, knowledge acquisition, decision
analysis, knowledge discovery from databases, expert systems, inductive reasoning and
pattern recognition.

The main advantage of rough set theory is that it does not need any preliminary
or additional information about data – like probability in statistics or basic probability
assignment in Dempster-Shafer theory and grade of membership or the value of possibility
in fuzzy set theory. Besides, the theory allows straightforward interpretation of results.

Rough set theory has been successfully applied in many real-life problems in medicine,
pharmacology, engineering, banking, financial and market analysis and others.

This paper discusses basic concepts of rough set theory. The presented approach is
too simple to many real-life applications, therefore it was extended in many ways, but we
will not discuss these extensions here.

More about rough sets and their applications can be found in the references.

2 Rough sets – the philosophy

Rough set theory is based on the indiscernibility relation. The indiscernibility relation
identifies objects displaying the same properties, i.e., groups together elements of interest
into granules of indiscernible (similar) objects. These granules, called elementary sets
(concepts), are basic building blocks (concepts) of knowledge about the universe.

Union of elementary concepts is referred to as a crisp or precise concept (set); otherwise
a concept (set) is called rough, vague or imprecise. Thus rough concepts cannot be
expressed in terms of elementary concepts. However, they can be expressed approximately
by means of elementary concepts using the idea of the lower and the upper approximation
of a concept. The lower approximation of the concept is the union of all elementary
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Table 1: An example of a database

Car F P S M
1 med. med. med. poor
2 high med. large poor
3 med. low large poor
4 low med. med. good
5 high low small poor
6 med. low large good

concepts which are included in it, whereas the upper approximation is the union of all
elementary concepts which have nonempty intersection with the concept, i.e., the lower
and the upper approximations of a concept are the union of all elementary concepts which
are surely and possibly included in the concept, respectively. The difference between the
lower and the upper approximation of the concept is its boundary region. Hence a concept
is rough if it has nonempty boundary region.

Approximations are basic operations in rough set theory. They are used to deal with
rough (vague) concepts, since in the rough set approach we replace rough concepts by pairs
of precise concepts – the lower and the upper approximations of the rough concept. Thus
approximations are used to express precisely our knowledge about imprecise concepts.

The problem of expressing vague concepts in terms of precise concepts in rough set
theory can be also formulated differently, by employing the idea of dependency (partial)
between concepts. We say that a concept (set) depends totally on a set of concepts if it
is the union of all those concepts; if it is the union of some concepts it depends partially
on these concepts. Thus partial dependency can be also used to express vague concepts
in terms of precise concepts.

Both, approximations and dependencies are defined using decision rules, which are
implications in the form ”if...then...”

Approximations, dependencies and decision rules are basic tools of rough set theory
and will be discussed in detail in the next sections.

3 Database

Rough set theory is mainly meant to be used to data analysis, therefore in what follows the
theory will be formulated not in general terms but with refererence to data. Hence we will
start our consideration from a database. Intuitively by the database we will understand
a data table whose columns are labelled by attributes (e.g., color, temerature, etc.), rows
are lablled by objects of interst (e.g., patients, states, processes etc.) and entries of the
table are attribute values (e.g., red, high, etc.). A very simple example of a database is
shown below:

The table contains data about six cars where F, P, S and M denote fuel consumption,
selling price, size and marketability, respectively.

Formally the database is defined as follows.

2



By a database we will understand a pair S = (U, A), where U and A, are finite,
nonempty sets called the universe, and a set of attributes respectively. With every at-
tribute a ∈ A we associate a set Va, of its values, called the domain of a. Any subset
B of A determines a binary relation I(B) on U , which will be called an indiscernibility
relation, and is defined as follows:

(x, y) ∈ I(B) if and only if a(x) = a(y) for every a ∈ A, where a(x) denotes the value
of attribute a for element x.

It can easily be seen that I(B) is an equivalence relation. The family of all equivalence
classes of I(B), i.e., partition determined by B, will be denoted by U/I(B), or simple
U/B; an equivalence class of I(B), i.e., block of the partition U/B, containing x will be
denoted by B(x).

If (x, y) belongs to I(B) we will say that x and y are B-indiscernible or indiscernible
with respect to B. Equivalence classes of the relation I(B) (or blocks of the partition
U/B) are refereed to as B-elementary sets or B-granules.

For example, cars 1, 3 and 6 are pairwise indiscernible with respect to the attribute
F. If B = {P, S} and x = 3, then B(x) = {3, 6}.

Instead of an equivalence relation as a basis for rough set theory many authors pro-
posed another relations, e.g., a tolerance relation, an ordering relations and others. How-
ever for the sake of simplicity in this paper we will stick to the equivalence relation.

4 Approximations

The indiscernibility relation will be used to define basic operations of rough set theory,
which are defined as follows:

B∗(X) =
⋃

x∈U

{B(x) : B(x) ⊆ X},

B∗(X) =
⋃

x∈U

{B(x) : B(x) ∩ X �= ∅},

assigning to every X ⊆ U two sets B∗(X) and B∗(X), called the B-lower and the B-upper
approximation of X, respectively.

Hence, the B-lower approximation of a concept is the union of all B-granules that are
included in the concept, whereas the B-upper approximation of a concept is the union of
all B-granules that have a nonempty intersection with the concept. The set

BNB(X) = B∗(X) − B∗(X)

will be referred to as the B-boundary region of X.
If the boundary region of X is the empty set, i.e., BNB(X) = ∅, then X is crisp

(exact) with respect to B; in the opposite case, i.e., if BNB(X) �= ∅, X is referred to as
rough (inexact) with respect to B.

Rough sets can be also defined using a rough membership function, defined as

µB
X(x) =

card(B(x) ∩ X)

card(B(x))
.
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Obviously we have
µB

X(x) ∈ [0, 1].

Value of the membership function µB
X(x) is conditional probability, and can be interpreted

as a degree of certainty to which x belongs to X.
The rough membership function, can be used to define approximations and the bound-

ary region of a set, as shown below:

B∗(X) = {x ∈ U : µB
X(x) = 1},

B∗(X) = {x ∈ U : µB
X(x) > 0},

BNB(X) = {x ∈ U : 0 < µB
X(x) < 1}.

5 Dependency of attributes

Discovering dependencies between attributes is another important issue in data analysis.
Intuitively, a set of attributes D depends totally on the set of attributes C, denoted
C ⇒ D, if all values of attributes from D are uniquely determined by values of attributes
from C. In other words, D depends totally on C, if there exists a functional dependency
between values of D and C.

We would need also a more general concept of dependency, called a partial dependency
of attributes. Intuitively, the partial dependency means that only some values of D are
determined by values of C.

Formally dependency can be defined in the following way. Let D and C be subsets of
A.

We will say that D depends on C in a degree k (0 ≤ k ≤ 1), denoted C ⇒k D, if

k = γ(C, D) =

∑
X∈U/D card(C∗(X))

card U
,

If C ⇒k D, we will call C – condition and D – decision attributes, respectively. Any
database with distinguished condition and decision attributes is usually called a decision
table.

If k = 1 we say that D depends totally on C, and if k < 1, we say that D depends
partially (in a degree k) on C, and if k = 0, does not depend on C.

The coefficient k expresses the ratio of all elements of the universe, which can be
properly classified to blocks of the partition U/D, employing attributes C and will be
called the degree of the dependency.

For example, the degree of dependency between the set of condition attributes {F, P, S}
and the decision attribute {M} in Table 1 is 2/3.

6 Decision rules

With every information system S = (U, A) we associate a formal language L(S), written
L when S is understood. Expressions of the language L are logical formulas denoted by
Φ, Ψ etc. built up from attribute-value pairs by means of logical connectives ∧ (and), ∨
(or), ∼ (not) in the standard way. We will denote by ||Φ||S the set of all objects x ∈ U
satisfying Φ in S and refer to as the meaning of Φ in S.

The meaning of Φ in S is defined inductively as follows:
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1) ||(a, v)||S = {v ∈ U : a(v) = U} for all a ∈ A and v ∈ Va,

2) ||Φ ∨ Ψ||S = ||Φ||S ∪ ||Ψ||S,

3) ||Φ ∧ Ψ||S = ||Φ||S ∩ ||Ψ||S,

4) || ∼ Φ||S = U − ||Φ||S.

A formula Φ is true in S if ||Φ||S = U.
A decision rule in L is an expression Φ → Ψ, read if Φ then Ψ, where Φ and Ψ are

referred to as conditions and decisions of the rule, respectively.
An example of a decision rule is given below

(F, med.) ∧ (P, low) ∧ (S, large) → (M, poor).

Obviously a decision rule Φ → Ψ is true in S if ||Φ||S ⊆ ||Ψ||S.
With every decision rule Φ → Ψ we associate a conditional probability πS(Ψ|Φ) that Ψ

is true in S, given Φ is true in S with the probability πS(Φ) card(||Φ||S)
card(U)

, called the certainty
factor and defined as follows:

πS(Ψ|Φ) =
card(||Φ ∧ Ψ||S)

card(||Φ||S)
,

where ||Φ||S �= 0.
This coefficient is widely used in data mining and is called ”confidence coefficient”.
Obviously, πS(Ψ|Φ) = 1 if and only if Φ → Ψ is true in S.
If πS(Ψ|Φ) = 1, then Φ → Ψ will be called a certain decision rule; if 0 < πS(Ψ|Φ) < 1

the decision rule will be referred to as a possible decision rule.
Besides, we will also need a coverage factor

πS(Φ|Ψ) =
card(||Φ ∧ Ψ||S)

card(||Ψ||S)
,

which is the conditional probability that Φ is true in S, given Ψ is true in S with the
probability πS(Ψ).

Certainty and coverage factors for decision rules associated with Table 1 are given in
Table 2.
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Table 2: Certainty and coverage factors

Car F P S M Cert. Cov.
1 med. med. med. poor 1 1/4
2 high med. large poor 1 1/4
3 med. low large poor 1/2 1/4
4 low med. med. good 1 1/2
5 high low small poor 1 1/4
6 med. low large good 1/2 1/2

7 Decision rules and approximations

Let {Φi → Ψ}n be a set of decision rules such that:

all conditions Φi are pairwise mutally exclusive, i.e., ||Φi ∧ Φj ||S = ∅, for any

1 ≤ i, j ≤ n, i �= j, and (1)
n∑

i=1

πS(Φi|Ψ) = 1.

Let C and D be condition and decision attributes, respectively, and let {Φi → Ψ}n be
a set of decision rules satisfying (1).

Then the following relationships are valid:

a) C∗(||Ψ||S) = || ∨

π(Ψ|Φi)=1

Φi||S,

b) C∗(||Ψ||S) = || ∨

0<π(Ψ|Φi)≤1

Φi||S,

c) BNC(||Ψ||S) = || ∨

0<π(Ψ|Φi)<1

Φi||S = ||
n∨

i=1

||Φi||S.

The above properties enable us to introduce the following definitions:

i) If ||Φ||S = C∗(||Ψ||S), then formula Φ will be called the C-lower approximation of
the formula Ψ and will be denoted by C∗(Ψ);

ii) If ||Φ||S = C∗(||Ψ||S), then the formula Φ will be called the C-upper approximation
of the formula Φ and will be denoted by C∗(Ψ);

iii) If ||Φ||S = BNC(||Ψ||S), then Φ will be called the C-boundary of the formula Ψ and
will be denoted by BNC(Ψ).

Let us consider the following example.
The C-lower approximation of (M, poor) is the formula

C∗(M, poor) = ((F, med.) ∧ (P, med.) ∧ (S, med.)) ∨
((F, high) ∧ (P, med.) ∧ (S, large)) ∨
((F, high) ∧ (P, low) ∧ (S, small)).
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The C-upper approximation of (M, poor) is the formula

C∗(M, poor) = ((F, med.) ∧ (P, med.) ∧ (S, med.)) ∨
((F, high) ∧ (P, med.) ∧ (S, large)) ∨
((F, med.) ∧ (P, low) ∧ (S, large)) ∨
((F, high) ∧ (P, low) ∧ (S, small)).

The C-boundary of (M, poor) is the formula

BNC(M, poor) = ((F, med.) ∧ (P, low) ∨ (S, large)).

After simplification we get the following approximations

C∗(M, poor) = ((F, med.) ∧ (P, med.)) ∨ (F, high),

C∗(M, poor) = (F, med.) ∨ (F, high).

The concepts of the lower and upper approximation of a decision allow us to define the
following decision rules:

C∗(Ψ) → Ψ,

C∗(Ψ) → Ψ,

BNC(Ψ) → Ψ.

For example, from the approximations given in the example above we get the following
decision rules:

((F,med.) ∧ (P,med.)) ∨ (F,high) → (M, poor),
(F,med.) ∨ (F,high) → (M, poor),
((F,med.) ∧ (P,low) ∧ (S,large)) → (M,poor).

From these definitions it follows that any decision Ψ can be uniquely described by the
following two decision rules:

C∗(Ψ) → Ψ,

BNC(Ψ) → Ψ.

From the above calculations we can get two decision rules

((F,med.) ∧ (P,med.)) ∨ (F, high) → (M,poor),
((F,med.) ∧ (P,low.) ∧ (S,large)) → (M,poor),

which are associated with the lower approximation and the boudary region of the
decision (M, poor), respectively and describe decision (M, poor).

Similarly for the decision (M, good) we get:

(F,low) → (M,good),
((F,med.) ∧ (P,low.) ∧ (S,large)) → (M,good).

7



Table 3: Initial decision rules

Rule Decision Certainty Coverage
certain poor 1 3/4

boundary poor 1/2 1/4
certain good 1 1/2

boundary good 1/2 1/2

8 Decision rules and the Bayes’ formula

If {Φi → Ψ}n is a set of decision rules satisfying condition (1), then the well known
formula for total probability holds:

πS(Ψ) =
n∑

i=1

πS(Ψ|Φi) · πS(Φi). (2)

Moreover for any decision rule Φ → Ψ the following Bayes’ formula is valid:

πS(Φj |Ψ) =
πS(Ψ|Φj) · πS(Φj)∑n
i=1 πS(Ψ|Φi) · πS(Φi)

. (3)

That is, any decision table or any set of implications satisfying condition (1) satisfies
the Bayes’ formula, without referring to prior and posterior probablities – fundamental in
Bayesian data analysis philosophy. Bayes’ formula in our case says that: if an implication
Φ → Ψ is true to the degree πS(Ψ|Φ) then the implication Ψ → Φ is true to the degree
πS(Φ|Ψ).

This idea can be seen as a generalization of a modus tollens inference rule, which says
that if the implication Φ → Ψ is true so is the implication ∼ Ψ →∼ Φ.

For example, for the set of decision rules

((F,med.) ∧ (P,med.)) ∨ (F, high) → (M,poor),
((F,med.) ∧ (P,low) ∧ (S,large)) → (M,poor),
(F,low) → (M,good),
((F,med.) ∧ (P,low) ∧ (S,large)) → (M,good),

we get the values of ceratinty and coverage factors shown in Table 3.
The above set of decision rules can be ”inverted” as

(M,poor) → ((F,med.) ∧ (P,med.)) ∨ (F, high),
(M,poor) → ((F,med.) ∧ (P,low) ∧ (S,large)),
(M,good) → (F,low),
(M,good) → ((F,med.) ∧ (P,low) ∧ (S,large)).

Due to Bayes’ formula the certainty and coverage factors for inverse decision rules are
mutually exchanged as shown in Table 4 below.
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Table 4: Reversed decision rules

Rule Decision Certainty Coverage
certain poor 3/4 1

boundary poor 1/4 1/2
certain good 1/2 1

boundary good 1/2 1/2

The Bayes’ formula together with the formula for total probability allow us to compute
probability of reasons for decisions, i.e., to ”explain” decisions in terms of conditions.

9 Conclusions

Rough set theory is a new mathematical approach to data analysis. It has an overlap
with many other disciplines, e.g. fuzzy set theory, evidence theory, statistics and others
yet it can be viewed as an independent theory in its own rights.

The theory has found many applications in medicine, finances, banking, engineering,
and others.

More about rough set theory, its extensions and applications can be found in the
references.

Rough set theory has many important advantages in data analysis. Some of them are
listed below:

• provides efficient algorithms for finding hidden patterns in data,

• finds minimal sets of data (data reduction),

• evaluates significance of data,

• generates minimal sets of decision rules from data,

• it is easy to understand and offers straightforward interpretation of results.

The method is particularly suited for parallel processing, but in order to exploit this
feature fully a new hardware solutions are necessary.

Despite many important theoretical contributions and extensions of the original model
some essential research problems still require due attention, however they were not dis-
cussed in this paper.
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