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#### Abstract
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## 1. Introduction: discernibility and Boolean reasoning

The reader is referred to [92] for the notation used in this survey article.
Tasks collected under the labels of data mining, knowledge discovery, decision support, pattern classification, and approximate reasoning require tools aimed at discovering templates (patterns) in data and classifying them into certain decision classes. Templates are in many cases most frequent sequences of events, most probable events, regular configurations of objects, the decision rules of high quality, standard reasoning schemes. Tools for discovery and classification of templates are based on reasoning schemes rooted in various paradigms [25]. Such patterns can be extracted from data by means of methods based, e.g., on Boolean reasoning and discernibility (see Section 2 and [15]).

Discernibility relations belong to the most important relations considered in rough set theory. The ability to discern between perceived objects is important for constructing many entities like reducts, decision rules or decision algorithms. In the classical rough set approach, a discernibility relation $\operatorname{DIS}(B) \subseteq U \times U$, where

[^0]$B \subseteq A$ is a subset of attributes of an information system $(U, A)$, is defined by $x D I S(B) y$ if and only if non$(x I(B) y)$, where $I(B)$ is the $B$-indiscernibility relation [92]. However, this is, in general, not the case for the generalized approximation spaces. One can define indiscernibility by $x \in I(y)$ and discernibility by $I(x) \cap I(y)=\emptyset$ for any objects $x, y$, where $I(x)=B(x), I(y)=B(y)$ in the case of the indiscernibility relation, and $I(x), I(y)$ are neighborhoods of objects not necessarily defined by the equivalence relation in a more general case [91].

The idea of Boolean reasoning is based on construction for a given problem $P$ of a corresponding Boolean function $f_{P}$ with the following property: The solutions for the problem $P$ can be decoded from prime implicants of the Boolean function $f_{P}$. Let us mention that to solve real-life problems it is necessary to deal with Boolean functions having large number of variables.

A successful methodology based on discernibility of objects and Boolean reasoning has been developed for computing of many entities important for applications, like reducts and their approximations, decision rules, association rules, discretization of real value attributes, symbolic value grouping, searching for new features defined by oblique hyperplanes or higher order surfaces, pattern extraction from data as well as conflict resolution or negotiation (see Section 2).

Most of the problems related to generation of the mentioned above entities are NP-complete or NP-hard. However, it was possible to develop efficient heuristics returning suboptimal solutions of the problems. The results of experiments on many data sets are very promising. They show very good quality of solutions generated by the heuristics in comparison with other methods reported in the literature (e.g., with respect to the classification quality of unseen objects). Moreover, these heuristics are very efficient from the point of view of time necessary for computing of solutions. Many of these methods are based on discernibility matrices (see Section 2). Note that it is possible to compute the necessary information about these matrices using ${ }^{1}$ information encoded in decision systems (e.g., sorted in preprocessing $[5,78,134]$ ) directly, which significantly improves the efficiency of algorithms.

It is important to note that the methodology makes it possible to construct heuristics having a very important approximation property which can be formulated as follows: Expressions generated by heuristics, i.e., implicants close to prime implicants define approximate solutions for the problem.

In Section 2, we discuss applications of methods based on rough sets and Boolean reasoning in machine learning, pattern recognition, and data mining. Section 3 is dedicated to conflict analysis based on different aspects of discernibility and indiscernibility.

## 2. Rough set methods for machine learning, pattern recognition, and data mining

In supervised machine learning paradigm [28,47,62,63], a learning algorithm is given a training data set, usually in the form of a decision system $\mathscr{A}=(U, A, d),{ }^{2}$ prepared by an expert. Every such decision system classifies elements from $U$ into decision classes. The purpose of the algorithm is to return a set of decision rules together with matching procedure and conflict resolution strategy, called a classifier, which makes it possible to classify unseen objects, i.e., objects that are not described in the original decision table. In this section, we provide a number of rough set methods that can be used in construction of classifiers. For more information the reader is referred, e.g., to $[2,10,17,18,22,24,26,29-46,53-56,58-60,64,65,67,76,3,83-88,93,97-104,106,107$, $111,112,122,124-128,130,132,133,135]$, and for papers on hierarchical learning and ontology approximation, e.g., to $[7,11-13,77,80,79,108,113,115,116]$.

Most of the techniques discussed below are based on computing prime implicants for computing different kinds of reducts. Unfortunately, they are computationally hard. However, many heuristics have been developed which turned out to be very promising. The results of experiments on many data sets, reported in the literature, show a very good quality of classification of unseen objects using these heuristics. A variety of methods for computing reducts and their applications can be found in [5,51,57,88,99,100,106,107,112,114, $117,118,135,136]$. The fact that the problem of finding a minimal reduct of a given information system is NP-hard was proved in [114].

[^1]As we mentioned, there exists a number of good heuristics that compute sufficiently many reducts in an acceptable time. Moreover, a successful methodology, based on different reducts, has been developed for solution of many problems like attribute selection, decision rule generation, association rule generation, discretization of real-valued attributes, and symbolic value grouping. For further readings the reader is referred to [10,105,127] (attribute selection); [74,68,69,72,109] (discretization); [70,71] (discretization of data stored in relational databases); and [73] (reduct approximation and association rules).

Many of these methods are based on discernibility matrices defined in this section. It is possible to compute the necessary information about these matrices using information or decision systems (e.g., sorted in preprocessing $[5,78]$ ) directly what significantly improves the efficiency of algorithms.

The results presented in this section have been implemented, e.g., in the RSES and ROSETTA software systems (see http://logic.mimuw.edu.pl/~rses/ for RSES and http://rosetta.lcb.uu.se/general/ for ROSETTA), see also [4,5,9,14,48]. Sections 2.1-2.6 are based on a chapter of the book [23]. For links to other rough set software systems such as GROBIAN, KDD-R, LERS, ROSE2, ROSECON the reader is referred to http:// rsds.wsiz.rzeszow.pl.

### 2.1. Reducts in information and decision systems

A crucial concept in the rough set approach to machine learning is that of a reduct. In fact, the term "reduct" corresponds to a wide class of concepts. What typifies all of them is that they are used to reduce information (decision) systems by removing redundant attributes. In this section, we consider three kinds of reducts which will be used in the remainder of this article.

Given an information system $\mathscr{A}=(U, A)$, a reduct is a minimal set (w.r.t. inclusion) of attributes $B \subseteq A$ such that $I(B)=I(A)$, where $I(B), I(A)$ are the indiscernibility relations defined by $B$ and $A$, respectively [89,92]. The intersection of all reducts is called a core.

Intuitively, a reduct is a minimal set of attributes from $A$ that preserves the original classification defined by $A$. Reducts are extremely valuable in applications. Unfortunately, finding a minimal reduct is NP-hard in the general case. One can also show that, for any $m$, there is an information system with $m$ attributes having an exponential (w.r.t. $m$ ) number of reducts. Fortunately, there are reasonably good heuristics which allow one to compute sufficiently many reducts in an acceptable amount of time.

To provide a general method for computing reducts, we will use the following constructs.
Let $\mathscr{A}=(U, A)$ be an information system with $n$ objects. The discernibility matrix of $\mathscr{A}$ is an $n \times n$ matrix with elements $c_{i j}$ consisting of the set of attributes from $A$ on which objects $x_{i}$ and $x_{j}$ differ, i.e.,

$$
\begin{equation*}
c_{i j}=\left\{a \in A: a\left(x_{i}\right) \neq a\left(x_{j}\right)\right\}, \quad \text { for } i, j=1, \ldots, n . \tag{1}
\end{equation*}
$$

A discernibility function $f_{\mathscr{A}}$ for $\mathscr{A}$ is a propositional formula of $m$ Boolean variables, $a_{1}^{*}, \ldots, a_{m}^{*}$, corresponding to the attributes $a_{1}, \ldots, a_{m}$, defined by

$$
\begin{equation*}
f_{\mathscr{A}}\left(a_{1}^{*}, \ldots, a_{m}^{*}\right)=\bigwedge_{1 \leqslant j<i \leqslant m} \bigvee_{c \in \epsilon_{i j}^{*}, c_{i j} \neq \emptyset} c, \tag{2}
\end{equation*}
$$

where $c_{i j}^{*}=\left\{a^{*}: a \in c_{i j}\right\}$. In the sequel, we write $a_{i}$ instead of $a_{i}^{*}$, for simplicity.
The discernibility function $f_{\mathscr{A}}$ describes constraints which must hold to preserve discernibility between all pairs of discernible objects from $\mathscr{A}$. It requires keeping at least one attribute from each non-empty element of the discernibility matrix corresponding to any pair of discernible objects.

It can be shown [114] that for any information system $\mathscr{A}=(U, A)$ the set of all prime implicants of $f_{\mathscr{A}}$ determines the set of all reducts of $\mathscr{A}$.

Example 1. Consider the information system $\mathscr{A}$ whose associated information table is provided in Table 1. The discernibility matrix for $\mathscr{A}$ is presented in Table 2. (The letters $s, c$ and $h$ stand for Speed, Color and Humidity, respectively.) The discernibility function for the information system $\mathscr{A}$ is then given by

$$
f_{\mathscr{A}}(s, c, h) \equiv(c \vee h) \wedge(s \vee c) \wedge(s \vee c \vee h) .
$$

Table 1
The information table considered in Example 1

| Object | Speed | Color | Humidity |
| :--- | :--- | :--- | :--- |
| car1 | medium | green | high |
| car2 | medium | yellow | low |
| car3 | high | blue | high |

Table 2
The discernibility matrix for the information table provided in Table 1

| $\mathscr{M}(\mathscr{A})$ | $\operatorname{car1}$ | $\operatorname{car2}$ | $\operatorname{car3}$ |
| :--- | :--- | :--- | :--- |
| $\operatorname{car1}$ |  | $c, h$ | $s, c$ |
| $\operatorname{car2}$ | $c, h$ |  | $s, c, h$ |
| $\operatorname{car3}$ | $s, c$ | $s, c, h$ |  |

The prime implicants of $f_{\mathscr{A}}(s, c, h)$ can be computed in order to derive the reducts for $\mathscr{A}$ :

$$
f_{\mathscr{A}}(s, c, h) \equiv(c \vee h) \wedge(s \vee c) \wedge(s \vee c \vee h) \equiv(c \vee h) \wedge(s \vee c) \equiv c \vee(h \wedge s)
$$

The prime implicants of $f_{\mathscr{A}}(s, c, h)$ are $c$ and $h \wedge s$. Accordingly, there are two reducts of $\mathscr{A}$, namely \{Color $\}$ and $\{$ Humidity, Speed $\}$.

The second type of reduct used in this article are the decision-relative reducts for decision systems.
In terms of decision tables, $\partial_{A}(x)$, called the generalized decision function, is the mapping on $U$ such that for any object $x$ it specifies all rows in the table whose attribute values are the same as for $x$, and then collects the decision values from each row [92]. A decision-relative reduct of $\mathscr{A}=(U, A, d)$ is a minimal (w.r.t. inclusion) non-empty set of attributes $B \subseteq A$ such that $\partial_{B}=\partial_{A}$. Intuitively, the definition states that $B$ allows us to classify exactly the same objects, as belonging to equivalence classes $U / \partial_{A}$, as $A$. In terms of decision tables, the columns associated with the attributes $A \backslash B$ may be removed without affecting the classification power of the original table.

To compute decision-relative reducts, we extend the definitions of discernibility matrix and discernibility function in the following straightforward manner. Let $\mathscr{A}=(U, A, d)$ be a consistent decision system (i.e., $\partial_{A}(x)$ consists of exactly one decision for any $x \in U$ ) and let $\mathscr{M}(\mathscr{A})=\left[c_{i j}\right]$ be the discernibility matrix of the information system $(U, A)$. We construct a new matrix, $\mathscr{M}^{\prime}(\mathscr{A})=\left[c_{i, j}^{\prime}\right]$, where

$$
c_{i j}^{\prime}= \begin{cases}\emptyset, & \text { if and only if } d\left(x_{i}\right)=d\left(x_{j}\right), \\ c_{i j}, & \text { otherwise } .\end{cases}
$$

$\mathscr{M}^{\prime}(\mathscr{A})$ is called the decision-relative discernibility matrix of $\mathscr{A}$. The decision-relative discernibility function $f_{\mathscr{A}}^{r}$ for $\mathscr{A}$ is constructed from the decision-relative discernibility matrix for $\mathscr{A}$ in the same way as a discernibility function is constructed from a discernibility matrix. Then it can be shown [114], that the set of all prime implicants of $f_{\mathscr{A}}^{r}$ determines the set of all decision-relative reducts of the consistent decision system $\mathscr{A}$.
Example 2. Consider the decision table associated with a decision system $\mathscr{A}$ as represented in Table 3.
The discernibility matrix for $\mathscr{A}$ is the same as the one given in Table 2, and the decision-relative discernibility matrix for $\mathscr{A}$ is provided in Table 4.

Table 3
The decision table considered in Example 2

| Object | Speed | Color | Humidity | Danger |
| :--- | :--- | :--- | :--- | :--- |
| car1 | medium | green | high | no |
| car2 | medium | yellow | small | no |
| car3 | high | blue | high | yes |

Table 4
The decision-relative discernibility matrix corresponding to the decision system shown in Table 3

| $\mathscr{M}^{\prime}(\mathscr{A})$ | $\operatorname{car1}$ | $\operatorname{car2}$ | $\operatorname{car3}$ |
| :--- | :---: | :---: | :---: |
| car1 |  |  | $s, c$ |
| car2 | $s, c$ | $s, c, h$ | $s, c, h$ |
| car3 |  |  |  |

Table 5
$\{$ Speed $\}$-reduction of the decision system $\mathscr{A}$

| Objects | Speed | Danger |
| :--- | :--- | :--- |
| car1, car2 | medium | no |
| car3 | high | yes |

Using the decision-relative discernibility matrix, we can compute the decision-relative discernibility function for $\mathscr{A}$ :

$$
f_{\mathscr{A}}^{r}(s, c, h) \equiv(s \vee c) \wedge(s \vee c \vee h) \equiv(s \vee c) .
$$

The set of all prime implicants of $f_{\mathscr{A}}^{r}(s, c, h)$ is $\{s, c\}$. Therefore, there are two decision-relative reducts of $\mathscr{A}$, namely $\{$ Speed $\}$ and $\{$ Color $\}$.

To each decision-relative reduct $B$ of a decision system $\mathscr{A}$, we assign a new decision system, called the $B$ reduction of $\mathscr{A}$. The details are as follows. Let $\mathscr{A}=(U, A, d)$ be a consistent decision system and suppose that $B$ is a decision-relative reduct of $\mathscr{A}$. A $B$-reduction of $\mathscr{A}$ is a decision system $\mathscr{A}^{*}=(V, B, d)$, where ${ }^{3}$

- $V=\left\{[x]_{B}: x \in U\right\} ;$
- $a\left([x]_{B}\right)=a(x)$, for each $a \in B$ and each $[x]_{B} \in V$;
- $d\left([x]_{B}\right)=d(x)$, for each $[x]_{B} \in V$.

Let $\mathscr{A}^{*}$ be the $\{$ Speed $\}$-reduction of the decision system $\mathscr{A}$. The decision table associated with $\mathscr{A}^{*}$ is provided in Table 5.

The above defined method for decision relative reducts computation can be easily extended to inconsistent decision systems.

Observe that another kind of reducts can be obtained by using the discernibility requirement relative to the positive regions, i.e., $\operatorname{POS}_{A}(d)=P O S_{B}(d)$ instead of $\partial_{B}=\partial_{A}$. Certainly, for inconsistent decision systems the former requirement is less restrictive than the latter.

The last type of reduct, considered in this section, is used in applications where approximations to reducts are prefered to standard reducts. For example, approximate reducts for decision-relative reducts are making it possible to generate approximate decision rules. In the case of approximate reducts we relax the requirement for the discernibility preserving. Instead of preserving the discernibility for all entries of the discernibility matrix where it is necessary we preserve it to a degree, i.e., in a number of entries characterized by a coefficient $\alpha$. Such reducts are called $\alpha$-reducts, where $\alpha$ is a real number from the interval [ 0,1$]$. More formal definition of approximate reducts is the following:

Let $\mathscr{A}=(U, A, d)$ be a decision system and let $\mathscr{M}(\mathscr{A})$ be the discernibility matrix of $\mathscr{A}$. Assume further that $n$ is the number of non-empty sets in $\mathscr{M}(\mathscr{A})$. A set of attributes $B \subseteq A$ is called an $\alpha$-reduct if and only if $\frac{m}{n} \geqslant \alpha$, where $m$ is the number of sets that have a non-empty intersection with $B$.

The reader is referred to [75,89,117,118] for information on various types of approximate reducts. Additionally, $[8,73,101,119]$ provide approximation criteria based on discernibility and, therefore, related to Boolean reasoning principles.

[^2]
### 2.2. Attribute selection

In the supervised machine learning approach, a learning algorithm is provided with training data. In the context of rough set machine learning techniques, training data is provided in the form of training decision systems, or their equivalent representations as decision tables.

Since the conditional attributes of a specific decision table are typically extracted from large sets of unstructured data, it is often the case that some of the attributes are irrelevant for the purpose of classification. Such attributes should be removed from the table if possible. The attribute selection problem is the problem of choosing a relevant subset of attributes, while removing the irrelevant ones.

A natural solution of the attribute selection problem is to assume that the intersection of the decision-relative reducts of a training decision table is the source of the relevant attributes. Unfortunately, there are two problems with this solution. Firstly, the intersection can be empty. Secondly, the number of attributes contained in all decision-relative reducts is usually small. Consequently, although these attributes perfectly characterize the training decision table, they are, in general, inadequate for providing a satisfactory classification of new objects not occurring in the training data.

To deal with the attribute selection problem, it is often reasonable to use various approximations of deci-sion-relative reducts.

Let $\mathscr{A}=(U, A, d)$ be a consistent decision system. Any subset $B$ of $A$ is called an approximate reduct of $\mathscr{A}$. The number

$$
\begin{equation*}
\varepsilon_{A,\{d\}}(B)=\frac{\gamma(A,\{d\})-\gamma(B,\{d\})}{\gamma(A,\{d\})}=1-\frac{\gamma(B,\{d\})}{\gamma(A,\{d\})}, \tag{3}
\end{equation*}
$$

is called an error of reduct approximation. ${ }^{4}$
The error of reduct approximation expresses exactly how the set of attributes $B$ approximates the set of condition attributes $A$ with respect to determination of $d$. Note that $\varepsilon_{A,\{d\}}(B) \in[0,1]$, where 0 indicates no error, and the closer $\varepsilon_{A,\{d\}}(B)$ is to 1 , the greater is the error. The reader is referred, e.g., to $[73,119]$ for more information on approximate reducts.

There are two general approaches to attribute selection: an open-loop approach and a closed-loop approach. Methods based on the open-loop approach are characterized by the fact that they do not use any feedback information about classifier quality for attribute selection. In contrast, the methods based on the closed-loop approach use feedback information as criteria for attribute selection.

A number of attribute selection algorithms have been proposed in the machine learning literature, but they will not be considered here since our focus is on rough set based techniques. Rough set techniques which attempt to solve the attribute selection problem are typically based on the closed-loop approach and consist of the following basic steps ${ }^{5}$ :
(1) Decision-relative reducts are extracted from a training decision table. The attributes contained in these reducts (or in their intersection) are viewed as potentially relevant.
(2) Using the specific machine learning algorithm, a classifier based on the chosen attributes is constructed.
(3) The classifier is then tested on a new set of training data; if its performance is unsatisfactory (w.r.t. some measure), a new set of attributes is constructed by extracting approximate additional reducts for the initial training table, and the process is repeated.

Reducts need not be the only source of information used in the selection of attributes. The rough set approach offers another interesting possibility. The main idea is to generalize the notion of attribute reduction by introducing the concept of significance of attributes. This measure enables attributes to be evaluated using a multi-valued scale which assigns a real number from the interval $[0,1]$ to an attribute. This number, expressing

[^3]the importance of an attribute in a decision system, is evaluated by measuring the effect of removing the attribute from the table.

The significance of an attribute $a$ in a decision table $\mathscr{A}=(U, A, d)$ is defined by

$$
\begin{equation*}
\sigma_{A,\{d\}}(a)=\frac{\gamma(A,\{d\})-\gamma(A-\{a\},\{d\})}{\gamma(A,\{d\})}=1-\frac{\gamma(A-\{a\},\{d\})}{\gamma(A,\{d\})} . \tag{4}
\end{equation*}
$$

Assume that $B \subseteq A$. The significance coefficient can be extended to sets of attributes as follows,

$$
\begin{equation*}
\sigma_{(A,\{d\})}(B)=\frac{\gamma(A,\{d\})-\gamma(A-B,\{d\})}{\gamma(A,\{d\})}=1-\frac{\gamma(A-B,\{d\})}{\gamma(A,\{d\})} \tag{5}
\end{equation*}
$$

The coefficient $\sigma_{A,\{d\}}(B)$, can be understood as a classification error which occurs when the attributes $a \in B$ are removed from the decision system. Note that $\sigma_{A,\{d\}}(B) \in[0,1]$, where 0 indicates that removal of attributes in $B$ causes no error, and the closer $\sigma_{A,\{d\}}(B)$ is to 1 , the greater the error is.

Remark 3. In this section, we have mainly concentrated on the case, where the attributes are selected from the set of attributes of the input decision system. In some cases it might be useful to replace some attributes by a new one.

For example, if one considers a concept of a safe distance between vehicles, then attributes, say $V S$ standing for "vehicle speed" and $S L$ standing for "speed limit", can be replaced by an attribute DIF representing the difference $S L-V S$. In fact, the new attribute better corresponds to the concept of safe distance than the pair $(V S, S L)$.

### 2.3. Value set reduction

Consider a decision system with a large number of attribute values. There is a very low probability that a new object will be properly recognized by matching its attribute value vector with any of the rows in the decision table associated with the decision system. So, in order to construct a high quality classifier, it is often necessary to reduce the cardinality of the value sets of specific attributes in a training decision table. The task of reducing the cardinality of value sets is referred to as the value set reduction problem.

In this section, two methods of value set reduction are considered:
(1) discretization, used for real value attributes, and
(2) symbolic attribute value grouping, used for symbolic attributes.

### 2.3.1. Discretization

A discretization replaces value sets of conditional real-valued attributes with intervals. The replacement ensures that a consistent decision system is obtained (assuming a given consistent decision system) by substituting original values of objects in the decision table by the unique names of the intervals comprising these values. This substantially reduces the size of the value sets of real-valued attributes.

The use of discretization is not specific to the rough set approach to machine learning. In fact, a majority of rule or tree induction algorithms require it for a good performance.

Let $\mathscr{A}=(U, A, d)$ be a consistent decision system. Assume $V_{a}=\left[l_{a}, r_{a}\right) \subset \mathbb{R},{ }^{6}$ for any $a \in A$, and $l_{a}<r_{a}$. A pair ( $a, c$ ), where $a \in A$ and $c \in V_{a}$, is called a cut on $V_{a}$.

Any attribute $a \in A$ defines a sequence of real numbers $v_{1}^{a}<v_{2}^{a}<\cdots<v_{k_{a}}^{a}$, where $\left\{v_{1}^{a}, v_{2}^{a}, \ldots, v_{k_{a}}^{a}\right\}=$ $\{a(x): x \in U\}$. The set of basic cuts on $a$, written $B_{a}$, is specified by

$$
B_{a}=\left\{\left(a,\left(v_{1}^{a}+v_{2}^{a}\right) / 2\right),\left(a,\left(v_{2}^{a}+v_{3}^{a}\right) / 2\right), \ldots,\left(a,\left(v_{k_{a}-1}^{a}+v_{k_{a}}^{a}\right) / 2\right)\right\} .
$$

The set $\cup_{a \in A} B_{a}$ is called the set of basic cuts on $\mathscr{A}$.

[^4]Example 4. Consider a consistent decision system $\mathscr{A}$ and the associated decision table presented in Table 6(a). We assume that the initial value domains for the attributes $a$ and $b$ are

$$
V_{a}=[0,2) ; \quad V_{b}=[0,4) .
$$

The sets of values of $a$ and $b$ for objects from $U$ are

$$
\begin{aligned}
& a(U)=\{0.8,1.0,1.3,1.4,1.6\} \\
& b(U)=\{0.5,1.0,2.0,3.0\}
\end{aligned}
$$

By definition, the sets of basic cuts for $a$ and $b$ are

$$
\begin{aligned}
& B_{a}=\{(a, 0.9),(a, 1.15),(a, 1.35),(a, 1.5)\} ; \\
& B_{b}=\{(b, 0.75) ;(b, 1.5) ;(b, 2.5)\} .
\end{aligned}
$$

Using the idea of cuts, decision systems with real-valued attributes can be discretized. For a decision system $\mathscr{A}=(U, A, d)$ and $a \in A$, let

$$
C_{a}=\left\{\left(a, c_{1}^{a}\right),\left(a, c_{2}^{a}\right), \ldots,\left(a, c_{k}^{a}\right)\right\},
$$

be any set of cuts of $a$. Assume that $c_{1}^{a}<c_{2}^{a}<\cdots<c_{k}^{a}$. The set of cuts $C=\cup_{a \in A} C_{a}$ defines a new decision system $\mathscr{A}^{C}=\left(U, A^{\mathrm{C}}, d\right)$, called the $C$-discretization of $\mathscr{A}$, where

- $A^{C}=\left\{a^{C}: a \in A\right\} ;$
$\cdot a^{C}(x)= \begin{cases}0, & \text { if and only if } a(x)<c_{1}^{a}, \\ i, & \text { if and only if } a(x) \in\left[c_{i}^{a}, c_{i+1}^{a}\right), \text { for } i \in\{1, \ldots, k-1\}, \\ k+1, & \text { if and only if } a(x)>c_{k}^{a} .\end{cases}$
Example 5 (Example 4 continued). Let $C=B_{a} \cup B_{b}$. It is easy to check that the $C$-discretization of $\mathscr{A}$ is the decision system whose decision table is provided in Table 6(b).

Since a decision system can be discretized in many ways, a natural question arises how to evaluate various possible discretizations.

A set of cuts $C$ is called $\mathscr{A}$-consistent, if $\partial_{\mathscr{A}}=\partial_{\mathscr{A}^{C}}$, where $\partial_{\mathscr{A}}$ and $\partial_{\mathscr{A}^{C}}$ are generalized decision functions for $\mathscr{A}$ and $\mathscr{A}^{C}$, respectively. An $\mathscr{A}$-consistent set of cuts $C$ is $\mathscr{A}$-irreducible if $C^{\prime}$ is not $\mathscr{A}$-consistent for any $C^{\prime} \subset C$. The $\mathscr{A}$-consistent set of cuts $C$ is $\mathscr{A}$-optimal if $\operatorname{card}(C) \leqslant \operatorname{card}\left(C^{\prime}\right)$, for any $\mathscr{A}$-consistent set of cuts $C^{\prime}$.

As easily observed, the set of cuts considered in Example 5 is $\mathscr{A}$-consistent. However, as we shall see in Example 6, it is neither optimal nor irreducible.

Since the purpose of the discretization process is to reduce the size of individual value sets of attributes, we are primarily interested in optimal sets of cuts. These are extracted from the basic sets of cuts for a given decision system.

Let $\mathscr{A}=(U, A, d)$ be a consistent decision system where $U=\left\{u_{1}, \ldots, u_{n}\right\}$. Recall that any attribute $a \in A$ defines a sequence $v_{1}^{a}<v_{2}^{a}<\cdots<v_{k_{a}}^{a}$, where $\left\{v_{1}^{a}, v_{2}^{a}, \ldots, v_{k_{a}}^{a}\right\}=\{a(x): x \in U\}$. Let $I D(\mathscr{A})$ be the set of pairs

Table 6
The discretization process: (a) the original decision system $\mathscr{A}$ considered in Example 4 (b) the $C$-discretization of $\mathscr{A}$ considered in Example 5

| $\mathscr{A}$ | $a$ | $b$ | $d$ |  | $\mathscr{A}^{C}$ | $a^{C}$ | $b^{C}$ | $d$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (a) |  |  |  |  | (b) |  |  |  |
| $u_{1}$ | 0.8 | 2.0 | 1 |  | $u_{1}$ | 0 | 2 | 1 |
| $u_{2}$ | 1.0 | 0.5 | 0 |  | $u_{2}$ | 1 | 0 | 0 |
| $u_{3}$ | 1.3 | 3.0 | 0 |  | $u_{3}$ | 2 | 3 | 0 |
| $u_{4}$ | 1.4 | 1.0 | 1 | $\Rightarrow$ | $u_{4}$ | 3 | 1 | 1 |
| $u_{5}$ | 1.4 | 2.0 | 0 |  | $u_{5}$ | 3 | 2 | 0 |
| $u_{6}$ | 1.6 | 3.0 | 1 |  | $u_{6}$ | 4 | 3 | 1 |
| $u_{7}$ | 1.3 | 1.0 | 1 |  | $u_{7}$ | 2 | 1 | 1 |

$(i, j)$ such that $i<j$ and $d\left(u_{i}\right) \neq d\left(u_{j}\right)$. We now construct a propositional formula, called the discernibility formula of $\mathscr{A}$, as follows:
(1) To each interval of the form $\left[v_{k}^{a}, v_{k+1}^{a}\right), a \in A$ and $k \in\left\{1, \ldots, n_{a}-1\right\}$, we assign a Boolean variable denoted by $p_{k}^{a}$. The set of all these variables is denoted by $V(\mathscr{A})$.
(2) We first construct a family of formulas
$\{B(a, i, j): a \in A \quad$ and $\quad(i, j) \in I D(\mathscr{A})\}$,
where $B(a, i, j)$ is a disjunction of all elements from the set
$\left\{p_{k}^{a}:\left[v_{k}^{a}, v_{k+1}^{a}\right) \subseteq\left[\min \left\{a\left(u_{i}\right), a\left(u_{j}\right)\right\}, \max \left\{a\left(u_{i}\right), a\left(u_{j}\right)\right\}\right)\right\}$.
(3) Next, we construct a family of formulas
$\{C(i, j): i, j \in\{1, \ldots, n\}, i<j \quad$ and $\quad(i, j) \in I D(\mathscr{A})\}$,
where $C(i, j)=\bigvee_{a \in A} B(a, i, j)$.
(4) Finally, the discernibility formula for $\mathscr{A}, D(\mathscr{A})$, is defined as
$D(\mathscr{A})=\bigwedge C(i, j)$,
where $i<j$ and $(i, j) \in I D(\mathscr{A})$ and $C(i, j) \not \equiv$ False.
Any non-empty set $S=\left\{p_{k_{1}}^{a_{1}}, \ldots, p_{k_{r}}^{a_{r}}\right\}$ of Boolean variables from $V(\mathscr{A})$ uniquely defines a set of cuts, $C(S)$, given by

$$
C(S)=\left\{\left(a_{1},\left(v_{k_{1}}^{a_{1}}+v_{k_{1}+1}^{a_{1}}\right) / 2\right), \cdots,\left(a_{r},\left(v_{k_{r}}^{a_{r}}+v_{k_{r}+1}^{a_{r}}\right) / 2\right)\right\}
$$

Then we have the following properties:
Let $\mathscr{A}=(U, A, d)$ be a consistent decision system. For any non-empty set $S \subseteq V(\mathscr{A})$ of Boolean variables, the following two conditions are equivalent:
(1) The conjunction of variables from $S$ is a prime implicant of the discernibility formula for $\mathscr{A}$.
(2) $C(S)$ is an $\mathscr{A}$-irreducible set of cuts on $\mathscr{A}$.

Let $\mathscr{A}=(U, A, d)$ be a consistent decision system. For any non-empty set $S \subseteq V(\mathscr{A})$ of Boolean variables, the following two conditions are equivalent:
(1) The conjunction of variables from $S$ is a minimal (w.r.t. to length) prime implicant of the discernibility formula for $\mathscr{A}$.
(2) $C(S)$ is an $\mathscr{A}$-optimal set of cuts on $\mathscr{A}$.

Example 6 (Example 5 continued).
$I D(\mathscr{A})=\{(1,2),(1,3),(1,5),(2,4),(2,6),(2,7)(3,4),(3,6),(3,7),(4,5),(5,6),(5,7)\}$.
(1) We introduce four Boolean variables, $p_{1}^{a}, p_{2}^{a}, p_{3}^{a}, p_{4}^{a}$, corresponding respectively to the intervals $[0.8,1.0),[1.0,1.3),[1.3,1.4),[1.4,1.6)$
of the attribute $a$, and three Boolean variables, $p_{1}^{b}, p_{2}^{b}, p_{3}^{b}$, corresponding respectively to the intervals $[0.5,1.0),[1.0,2.0),[2,3.0)$
of the attribute $b$.
(2) The following are the formulas $B(a, i, j)$ and $B(b, i, j)$, where $i<j$ and $(i, j) \in I D(\mathscr{A})$ :

$$
\begin{array}{rlrl}
B(a, 1,2) & \equiv p_{1}^{a} & B(b, 1,2) \equiv p_{1}^{b} \vee p_{2}^{b} \\
B(a, 1,3) & \equiv p_{1}^{a} \vee p_{2}^{a} & B(b, 1,3) \equiv p_{3}^{b} \\
B(a, 1,5) & \equiv p_{1}^{a} \vee p_{2}^{a} \vee p_{3}^{a} & B(b, 1,5) \equiv \text { FALSE } \\
B(a, 2,4) & \equiv p_{2}^{a} \vee p_{3}^{a} & B(b, 2,4) \equiv p_{1}^{b} \\
B(a, 2,6) \equiv p_{2}^{a} \vee p_{3}^{a} \vee p_{4}^{a} & B(b, 2,6) \equiv p_{1}^{b} \vee p_{2}^{b} \vee p_{3}^{b} \\
B(a, 2,7) & \equiv p_{2}^{a} & B(b, 2,7) \equiv p_{1}^{b} \\
B(a, 3,4) & \equiv p_{3}^{a} & B(b, 3,4) \equiv p_{2}^{b} \vee p_{3}^{b} \\
B(a, 3,6) & \equiv p_{3}^{a} \vee p_{4}^{a} & B(b, 3,6) \equiv \text { FALSE } \\
B(a, 3,7) & \equiv \text { FALSE } & B(b, 3,7) \equiv p_{2}^{b} \vee p_{3}^{b} \\
B(a, 4,5) & \equiv \text { FALSE } & B(b, 4,5) \equiv p_{2}^{b} \\
B(a, 5,6) & \equiv p_{4}^{a} & B(b, 5,6) \equiv p_{3}^{b} \\
B(a, 5,7) & \equiv p_{3}^{a} & B(b, 5,7) \equiv p_{2}^{b} .
\end{array}
$$

(3) The following are the formulas $C(i, j)$, where $i<j$ and $(i, j) \in I D(\mathscr{A})$ :

$$
\begin{array}{ll}
C(1,2) \equiv p_{1}^{a} \vee p_{1}^{b} \vee p_{2}^{b} & C(1,3) \equiv p_{1}^{a} \vee p_{2}^{a} \vee p_{3}^{b} \\
C(1,5) \equiv p_{1}^{a} \vee p_{2}^{a} \vee p_{3}^{a} & C(2,4) \equiv p_{2}^{a} \vee p_{3}^{a} \vee p_{1}^{b} \\
C(2,6) \equiv p_{2}^{a} \vee p_{3}^{a} \vee p_{4}^{a} \vee p_{1}^{b} \vee p_{2}^{b} \vee p_{3}^{b} & C(2,7) \equiv p_{2}^{a} \vee p_{1}^{b} \\
C(3,4) \equiv p_{3}^{a} \vee p_{2}^{b} \vee p_{3}^{b} & C(3,6) \equiv p_{3}^{a} \vee p_{4}^{a} \\
C(3,7) \equiv p_{2}^{b} \vee p_{3}^{b} & C(4,5) \equiv p_{2}^{b} \\
C(5,6) \equiv p_{4}^{a} \vee p_{3}^{b} & C(5,7) \equiv p_{3}^{a} \vee p_{2}^{b} .
\end{array}
$$

(4) The discernibility formula for $\mathscr{A}$ is then given by

$$
\begin{aligned}
D(\mathscr{A}) \equiv & \left(p_{1}^{a} \vee p_{1}^{b} \vee p_{2}^{b}\right) \wedge\left(p_{1}^{a} \vee p_{2}^{a} \vee p_{3}^{b}\right) \wedge\left(p_{1}^{a} \vee p_{2}^{a} \vee p_{3}^{a}\right) \wedge\left(p_{2}^{a} \vee p_{3}^{a} \vee p_{1}^{b}\right) \wedge\left(p_{2}^{a} \vee p_{3}^{a} \vee p_{4}^{a} \vee p_{1}^{b} \vee p_{2}^{b} \vee p_{3}^{b}\right) \\
& \wedge\left(p_{2}^{a} \vee p_{1}^{b}\right) \wedge\left(p_{3}^{a} \vee p_{2}^{b} \vee p_{3}^{b}\right) \wedge\left(p_{3}^{a} \vee p_{4}^{a}\right) \wedge\left(p_{2}^{b} \vee p_{3}^{b}\right) \wedge p_{2}^{b} \wedge\left(p_{4}^{a} \vee p_{3}^{b}\right) \wedge\left(p_{3}^{a} \vee p_{2}^{b}\right) .
\end{aligned}
$$

The prime implicants of the formula $D(\mathscr{A})$ are

$$
\begin{aligned}
& p_{2}^{a} \wedge p_{4}^{a} \wedge p_{2}^{b} \\
& p_{2}^{a} \wedge p_{3}^{a} \wedge p_{2}^{b} \wedge p_{3}^{b} \\
& p_{3}^{a} \wedge p_{1}^{b} \wedge p_{2}^{b} \wedge p_{3}^{b} \\
& p_{1}^{a} \wedge p_{4}^{a} \wedge p_{1}^{b} \wedge p_{2}^{b} .
\end{aligned}
$$

Suppose we take the prime implicant $p_{1}^{a} \wedge p_{4}^{a} \wedge p_{1}^{b} \wedge p_{2}^{b}$. Its corresponding set of cuts is

$$
C=\{(a, 0.9),(a, 1.5),(b, 0.75),(b, 1.5)\}
$$

The decision table for the $C$-discretization of $\mathscr{A}$ is provided in Table 7 .
Observe that the set of cuts corresponding to the prime implicant $p_{2}^{a} \wedge p_{4}^{a} \wedge p_{2}^{b}$ is $\{(a, 1.15),(a, 1.5),(b, 1.5)\}$. Thus $C$ is not an optimal set of cuts.

The problem of searching for an optimal set of cuts $P$ in a given decision system $\mathscr{A}$ is NP-hard. However, it is possible to devise efficient heuristics which, in general, return reasonable sets of cuts. One of them, called MD-heuristics, is presented below.

We say that a cut $(a, c)$ discerns objects $x$ and $y$ if and only if $a(x)<c \leqslant a(y)$ or $a(y)<c \leqslant a(x)$.
Let $n$ be the number of objects and let $k$ be the number of attributes of a decision system $\mathscr{A}$. It can be shown that the best cut can be found in $O(k n)$ steps using $O(k n)$ space only.

Table 7
The $C$-discretization considered in Example 6

| $\mathscr{A}^{C}$ | $a^{C}$ | $b^{C}$ | $d$ |
| :--- | :--- | :--- | :--- |
| $u_{1}$ | 0 | 2 | 1 |
| $u_{2}$ | 1 | 0 | 0 |
| $u_{3}$ | 1 | 2 | 0 |
| $u_{4}$ | 1 | 1 | 1 |
| $u_{5}$ | 1 | 2 | 0 |
| $u_{6}$ | 2 | 2 | 1 |
| $u_{7}$ | 1 | 1 | 1 |

Example 7. Consider the decision table with the associated decision system $\mathscr{A}$, provided in Table 6 from Example 4. The associated information table for the information system $\mathscr{A}^{*}$ is presented in Table 8.

Under the assumption that columns with maximal number of 1's are chosen from left to right (if many such columns exist in a given step), the set of cuts returned by the algorithm is $\{(a, 1.35),(b, 1.5),(a, 1.15),(a, 1.5)\}$. However, as shown in Example 6, it is not an optimal set of cuts.

INPUT: a decision system $\mathscr{A}=(U, A, d)$
OUTPUT: a set of cuts $\mathscr{C}$
(1) Set $\mathscr{C}$ to $\emptyset$.
(2) Let $\cup_{a \in A} C_{a}$ be the set of basic cuts on $\mathscr{A}$.
(3) Construct an information table $\mathscr{A}^{*}=\left(U^{*}, A^{*}\right)$ such that

- $U^{*}$ is the set of pairs $\left(u_{i}, u_{j}\right)$ of objects discerned by $d$ (in $\left.\mathscr{A}\right)$ such that $i<j$;
- $A^{*}=\cup_{a \in A} C_{a}$, where for each $c \in A^{*}$,

$$
c(x, y)=\left\{\begin{array}{l}
1, \text { if and only if } c \text { discerns } x \text { and } y \text { (in } \mathscr{A}), \\
0, \text { otherwise } .
\end{array}\right.
$$

(4) Choose a column from $\mathscr{A}^{*}$ with the maximal number of occurrences of 1's; add the cut corresponding to this column to $\mathscr{C}$; delete the column from $\mathscr{A}^{*}$, together with all rows marked with 1 in it.
(5) If $A^{*}$ is non-empty, then go to step 4 else stop.

### 2.3.2. Symbolic attribute value grouping

Symbolic attribute value grouping is a technique for reducing the cardinality of value sets of symbolic attributes. Let $\mathscr{A}=(U, A, d)$ be a decision system. Any function $c_{a}: V_{a} \rightarrow\{1, \ldots, m\}$, where $m \leqslant \operatorname{card}\left(V_{a}\right)$, is called a clustering function for $V_{a}$. The rank of $c_{a}$, denoted by $\operatorname{rank}\left(c_{a}\right)$, is the value $\operatorname{card}\left(\left\{c_{a}(x) \mid x \in V_{a}\right\}\right)$.

Table 8
The information table for the information system $\mathscr{A}^{*}$

| $\mathscr{A}^{*}$ | $(a, 0.9)$ | $(a, 1.15)$ | $(a, 1.35)$ | $(a, 1.5)$ | $(b, 0.75)$ | $(b, 1.5)$ | $(b, 2.5)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\left(u_{1}, u_{2}\right)$ | 1 | 0 | 0 | 0 | 1 | 1 | 0 |
| $\left(u_{1}, u_{3}\right)$ | 1 | 1 | 0 | 0 | 0 | 0 | 1 |
| $\left(u_{1}, u_{5}\right)$ | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| $\left(u_{2}, u_{4}\right)$ | 0 | 1 | 1 | 0 | 1 | 0 | 0 |
| $\left(u_{2}, u_{6}\right)$ | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| $\left(u_{2}, u_{7}\right)$ | 0 | 1 | 0 | 0 | 1 | 0 | 0 |
| $\left(u_{3}, u_{4}\right)$ | 0 | 0 | 1 | 0 | 0 | 1 | 1 |
| $\left(u_{3}, u_{6}\right)$ | 0 | 0 | 1 | 0 | 0 | 0 |  |
| $\left(u_{3}, u_{7}\right)$ | 0 | 0 | 0 | 0 | 1 | 0 |  |
| $\left(u_{4}, u_{5}\right)$ | 0 | 0 | 0 | 0 | 1 | 1 |  |
| $\left(u_{5}, u_{6}\right)$ | 0 | 0 | 1 | 0 | 0 | 0 |  |
| $\left(u_{5}, u_{7}\right)$ | 0 | 0 | 0 | 0 | 1 | 1 |  |

For $B \subseteq A$, a family of clustering functions $\left\{c_{a}\right\}_{a \in B}$ is $B$-consistent if and only if

$$
\forall a \in B\left[c_{a}(a(u))=c_{a}\left(a\left(u^{\prime}\right)\right)\right],
$$

implies
$\left(u, u^{\prime}\right) \in I(B) \cup I(\{d\})$, for any pair $\left(u, u^{\prime}\right) \in U$.
The notion of $B$-consistency has the following intuitive interpretation: If two objects are indiscernible w.r.t. clustering functions for value sets of attributes from $B$, then they are indiscernible either by the attributes from $B$ or by the decision attribute.

We consider the following problem, called the symbolic value partition grouping problem:
Given a decision system $\mathscr{A}=(U, A, d)$, where $U=\left\{u_{1}, \ldots, u_{k}\right\}$, and a set of attributes $B \subseteq A$, search for a $B$-consistent family $\left\{c_{a}\right\}_{a \in B}$ of clustering functions such that $\sum_{a \in B} \operatorname{rank}\left(c_{a}\right)$ is minimal.
In order to solve this problem, we apply the following steps:
(1) Introduce a set of new Boolean variables ${ }^{7}$ :
$\left\{a_{v}^{v^{\prime}}: a \in B\right.$ and $v, v^{\prime} \in V_{a}$ and $\left.v \neq v^{\prime}\right\}$.
We extract a subset $S$ of this set such that $a_{v}^{v^{\prime}} \in S$ implies that $v^{\prime}<v$ w.r.t. some arbitrary linear order $<$ on the considered domain.
(2) Construct matrix $\mathscr{M}=\left[c_{i j}\right]_{i, j=1, \ldots, k}$ as follows:
$c_{i j}=\left\{a_{v}^{v^{\prime}} \in S: v^{\prime}=a\left(u_{i}\right)\right.$ and $v=a\left(u_{j}\right)$ and $\left.d\left(u_{i}\right) \neq d\left(u_{j}\right)\right\}$.
It is easily seen that in the case of a binary decision, the matrix can be reduced by placing objects corresponding to the first decision in rows and those corresponding to the second decision in columns. We call such a matrix a reduced discernibility matrix.
(3) Using the reduced matrix, $\mathscr{M}^{\prime}$, obtained in the previous step, construct the function

$$
\bigwedge_{c_{i j} \in \mathscr{M}^{\prime}}\left(\bigvee_{c \in c_{i j}, c_{i j} \neq \emptyset} c\right) .
$$

(4) Compute the shortest prime implicant $I$ of the constructed function.
(5) Using $I$, construct, for each attribute $a \in B$, an undirected graph $\Gamma_{a}=\left\langle V_{a}^{\Gamma}, E_{a}^{\Gamma}\right\rangle$, where

- $V_{a}^{T}=\left\{a_{v} \mid v \in V_{a}\right\}$;
- $E_{a}^{T}=\left\{\left(a_{x}, a_{y}\right) \mid x, y \in U\right.$ and $\left.a(x) \neq a(y)\right\}$. Note that using $I$ one can construct $E_{a}^{\Gamma}$ due to the equality $E_{a}^{\Gamma}=\left\{\left(a_{v}, a_{v^{\prime}}\right): a_{v}^{v^{\prime}}\right.$ occurs in $\left.I\right\}$.
(6) Find a minimal coloring of vertices for $\Gamma_{a}{ }^{8}$ The coloring defines a partition of $V_{a}^{\Gamma}$ by assuming that all vertices of the same color belong to the same partition set and no partition contains vertices with different colors. Partition sets are named using successive natural numbers.
The clustering function for $V_{a}$ is $c_{a}\left(a_{v}\right)=i$, provided that $a_{v}$ is a member of the $i$ th partition set.
Remark 8. In practical implementations, one does not usually construct the matrix $\mathscr{M}$ explicitly, as required in Steps (2)-(3) above. Instead, prime implicants are directly extracted from the original decision system.

It should be emphasized that in Step (4) above, there can be many different shortest prime implicants and in Step (6) there can be many different colorings of the obtained graphs. Accordingly, one can obtain many

[^5]substantially different families of clustering functions resulting in different classifiers. In practice, one often generates a number of families of clustering functions, tests them against data and chooses the best one.

Using the construction above to generate a family of partitions, it is usually possible to obtain a substantially smaller decision table, according to the following definition.

Let $\mathscr{A}=(U, A, d)$ be a decision system and $B \subseteq A$. Any family of clustering functions $c=\left\{c_{a}\right\}_{a \in B}$ specifies a new decision system $\mathscr{A}^{c}=\left(U, A^{c}, d\right)$ called the $c$-reduction of $\mathscr{A}$ w.r.t. $B$, where $A^{c}=\left\{a^{c}: a \in B\right\}$ and $a^{c}(x)=c_{a}(a(x))$.

Example 9. Consider the decision table provided in Table 9. The goal is to solve the symbolic value partition problem for $B=A$. One then has to perform the following steps:
(1) Introduce new Boolean variables $a_{v}^{u}, b_{x}^{w}$, for all $u, v \in V_{a}, u<v$ and $w, x \in V_{b}, w<x$.
(2) The reduced matrix $\mathscr{M}^{\prime}$ is presented in Table 10.
(3) The required Boolean function is given by

$$
\left.\begin{array}{rl}
b_{b_{4}}^{b_{1}} & \wedge b_{b_{4}}^{b_{2}} \wedge\left(a_{a_{2}}^{a_{1}} \vee b_{b_{4}}^{b_{3}}\right) \wedge\left(a_{a_{3}}^{a_{1}} \vee b_{b_{4}}^{b_{1}}\right) \wedge\left(a_{a_{2}}^{a_{1}} \vee b_{b_{2}}^{b_{1}}\right) \wedge a_{a_{1}}^{a_{1}} \wedge b_{b_{3}}^{b_{2}} \wedge\left(a_{a_{3}}^{a_{2}} \vee b_{b_{2}}^{b_{1}}\right) \wedge a_{a_{2}}^{a_{1}} \wedge\left(a_{a_{2}}^{a_{1}} \vee b_{b_{2}}^{b_{1}}\right) \wedge b_{b_{3}}^{b_{1}} \\
& \wedge a_{a_{3}}^{a_{2}} \wedge\left(a_{a_{4}}^{a_{1}} \vee b_{b_{2}}^{b_{1}}\right) \wedge a_{a_{4}}^{a_{1}} \wedge\left(a_{a_{4}}^{a_{2}} \vee b_{b_{3}}^{b_{2}}\right) \wedge\left(a_{a_{4}}^{a_{3}} \vee b_{b_{2}}^{b_{2}}\right) \wedge\left(a_{a_{3}}^{a_{1}} \vee b_{b_{4}}^{b_{1}}\right) \wedge\left(a_{a_{3}}^{a_{1}} \vee b_{b_{4}}^{b_{2}} \wedge\left(a_{a_{3}}^{a_{2}} \vee b_{a_{2}}^{b_{3}}\right) \wedge b_{b_{5}}^{b_{1}}\right) \wedge\left(a_{a_{2}}^{a_{1}} \vee b_{b_{5}}^{b_{2}}\right) \wedge b_{b_{5}}^{b_{3}} \wedge\left(a_{a_{3}}^{a_{2}} \vee b_{b_{1}}^{b_{1}}\right) . \\
& a_{1}
\end{array}\right)
$$

(4) The shortest prime implicant for the function is

$$
I \equiv a_{a_{2}}^{a_{1}} \wedge a_{a_{3}}^{a_{2}} \wedge a_{a_{4}}^{a_{1}} \wedge a_{a_{4}}^{a_{3}} \wedge b_{b_{4}}^{b_{1}} \wedge b_{b_{4}}^{b_{2}} \wedge b_{b_{3}}^{b_{2}} \wedge b_{b_{3}}^{b_{1}} \wedge b_{b_{5}}^{b_{3}} .
$$

(5) The graphs corresponding to $a$ and $b$ are shown in Fig. 1.

Table 9
The decision table considered in Example 9

| $\mathscr{A}$ | $a$ | $b$ | $d$ |
| :--- | :--- | :--- | :--- |
| $u_{1}$ | $a_{1}$ | $b_{1}$ | 0 |
| $u_{2}$ | $a_{1}$ | $b_{2}$ |  |
| $u_{3}$ | $a_{2}$ | $b_{3}$ | 0 |
| $u_{4}$ | $a_{3}$ | $b_{1}$ | 0 |
| $u_{5}$ | $a_{1}$ | $b_{4}$ | 0 |
| $u_{6}$ | $a_{2}$ | $b_{2}$ | 1 |
| $u_{7}$ | $a_{2}$ | $b_{1}$ | 1 |
| $u_{8}$ | $a_{4}$ | $b_{2}$ | 1 |
| $u_{9}$ | $a_{3}$ | $b_{4}$ | 1 |
| $u_{10}$ | $a_{2}$ | $b_{5}$ | 1 |

Table 10
The reduced matrix corresponding to the decision table provided in Table 9

| $M^{\prime}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $u_{5}$ | $b_{b_{4}}^{b_{1}}$ | $b_{b_{4}}^{b_{2}}$ | $a_{a_{2}}^{a_{1}, b_{b_{4}}^{b_{3}}}$ | $a_{a_{3} a_{3}, b_{b_{4}}^{b_{1}}}$ |
| $u_{6}$ | $a_{a_{2}}^{a_{1}}, b_{b_{2}}^{b_{1}}$ | $a_{a_{2}}^{a_{1}}$ | $b_{b_{3}}^{b_{2}}$ | $a_{a_{3}}^{a_{2}}, b_{b_{2}}^{b_{1}}$ |
| $u_{7}$ | $a_{a_{2}}^{a_{1}}$ | $a_{a_{2}}^{a_{1}}, b_{b_{2}}^{b_{1}}$ | $b_{b_{3}}^{b_{1}}$ | $a_{a_{3}}^{a_{2}}$ |
| $u_{8}$ | $a_{a_{4}}^{a_{4}}, b_{b_{2}}^{b_{1}}$ | $a_{a_{4}}^{a_{1}}$ |  | $a_{a_{4}}^{a_{3}}, b_{b_{2}}^{b_{1}}$ |
| $u_{9}$ | $a_{a_{3}}^{a_{1}}, b_{b_{4}}^{b_{1}}$ | $a_{a_{3}}^{a_{1}}, b_{b_{4}}^{b_{2}}$ | $a_{a_{3}}^{a_{2}}, b_{b_{4}}^{b_{3}}$ | $b_{b_{4}}^{b_{1}}$ |
| $u_{10}$ | $a_{a_{2}}^{a_{1}}, b_{b_{s}}^{b_{1}}$ | $a_{a_{2}}^{a_{1}}, b_{b_{s}}^{b_{2}}$ | $b_{b_{s}}^{b_{3}}$ | $a_{a_{3}}^{a_{2}}, b_{b_{5}}^{b_{1}}$ |



Fig. 1. Coloring of attribute value graphs constructed in Example 9.

Table 11
The reduced table corresponding to graphs shown in Fig. 1

| $a^{c}$ | $b^{c}$ | $d$ |
| :--- | :--- | :--- |
| 1 | 1 | 0 |
| 2 | 2 | 0 |
| 1 | 2 | 1 |
| 2 | 1 | 1 |

(6) The graphs are 2-colored, as shown in Fig. 1, where nodes marked by $\otimes$ are colored black and the other nodes are colored white. These colorings generate the following clustering functions:

$$
\begin{aligned}
& c_{a}\left(a_{1}\right)=c_{a}\left(a_{3}\right)=1 \\
& c_{a}\left(a_{2}\right)=c_{a}\left(a_{4}\right)=2 \\
& c_{b}\left(b_{1}\right)=c_{b}\left(b_{2}\right)=c_{b}\left(b_{5}\right)=1 \\
& c_{b}\left(b_{3}\right)=c_{b}\left(b_{4}\right)=2 .
\end{aligned}
$$

Given these clustering functions, one can construct a new decision system (see Table 11).
Observe that discretization and symbolic attribute value grouping can be simultaneously used in decision systems including both real-value and symbolic attributes.

### 2.4. Minimal decision rules

In this section, techniques for constructing minimal rules for decision systems will be considered.
Given a decision table $\mathscr{A}$, a minimal decision rule (w.r.t. $\mathscr{A}$ ) is a rule which is True in $\mathscr{A}$ and which becomes False in $\mathscr{A}$ if any elementary descriptor from the left-hand side of the rule is removed. ${ }^{9}$

The minimal number of elementary descriptors in the left-hand side of a minimal decision rule defines the largest subset of a decision class. Accordingly, information included in the conditional part of any minimal decision rule is sufficient for predicting the decision value of all objects satisfying this part of the rule. The conditional parts of minimal decision rules define the largest object sets relevant for approximating decision classes. The conditional parts of minimal decision rules can be computed using prime implicants.

To compute the set of all minimal rules w.r.t. to a decision system $\mathscr{A}=(U, A, d)$, we proceed as follows, for any object $x \in U$ :
(1) Construct a decision-relative discernibility function $f_{x}^{r}$ by considering the row corresponding to object $x$ in the decision-relative discernibility matrix for $\mathscr{A}$.
(2) Compute all prime implicants of $f_{x}^{r}$.

[^6](3) On the basis of the prime implicants, create minimal rules corresponding to $x$. To do this, consider the set $A(I)$ of attributes corresponding to propositional variables in $I$, for each prime implicant $I$, and construct the rule:
$$
\left(\bigwedge_{a \in A(I)}(a=a(x))\right) \Rightarrow d=d(x) .
$$

The following example illustrates the idea.
Example 10. Consider the decision system $\mathscr{A}$ whose decision table is provided in Table 12. Table 12 contains the values of conditional attributes of vehicles ( $L, W, C$, standing for Length, Width, and Color, respectively), and a decision attribute $S$ standing for Small which allows one to decide whether a given vehicle is small.

This system has exactly one decision-relative reduct consisting of attributes $L$ and $W$. The $\{L, W\}$-reduction of $\mathscr{A}$ as shown in Table 13.

Table 13 results in the following set of non-minimal decision rules:

$$
\begin{aligned}
& (L=7.0) \wedge(W=\text { large }) \Rightarrow(S=\text { no }) \\
& (L=4.0) \wedge(W=\text { medium }) \Rightarrow(S=\text { yes }) \\
& (L=5.0) \wedge(W=\text { medium }) \Rightarrow(S=\text { no }) \\
& (L=4.5) \wedge(W=\text { medium }) \Rightarrow(S=\text { no }) \\
& (L=4.0) \wedge(W=\text { large }) \Rightarrow(S=\text { no }) .
\end{aligned}
$$

To obtain the minimal decision rules, we apply the construction provided above, for $x \in\{1, \ldots, 7\}$.
(1) The decision-relative discernibility functions $f_{1}^{r}, \ldots, f_{7}^{r}$ are constructed on the basis of the reduced discernibility matrix shown in Table 14:

$$
\begin{aligned}
f_{1}^{r} & \equiv(L \vee W) \wedge(L \vee W \vee C) \equiv(L \vee W) \\
f_{2}^{r} & \equiv(L \vee W \vee C) \wedge(L \vee W \vee C) \equiv(L \vee W \vee C) \\
f_{3}^{r} & \equiv(L \vee W) \wedge(L \vee W \vee C) \wedge(L \vee C) \wedge L \wedge(W \vee C) \\
& \equiv(L \wedge W) \vee(L \wedge C)
\end{aligned}
$$

Table 12
Decision table considered in Example 10

| Object | $L$ | $W$ | $C$ | $S$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 7.0 | large | green | no |
| 2 | 7.0 | large | blue | no |
| 3 | 4.0 | medium | green | yes |
| 4 | 4.0 | medium | red | yes |
| 5 | 5.0 | medium | blue | no |
| 6 | 4.5 | medium | green | no |
| 7 | 4.0 | large | red | no |

Table 13
$\{L, W\}$-reduction considered in Example 10

| Objects | $L$ | $W$ | $S$ |
| :--- | :--- | :--- | :--- |
| 1,2 | 7.0 | large | no |
| 3,4 | 4.0 | medium | yes |
| 5 | 5.0 | medium | no |
| 6 | 4.5 | medium | no |
| 7 | 4.0 | large | no |

Table 14
Reduced decision-relative discernibility matrix from Example 10

|  | 3 | 4 |
| :--- | :--- | :--- |
| 1 | $L, W$ | $L, W, C$ |
| 2 | $L, W, C$ | $L, W, C$ |
| 5 | $L, C$ | $L, C$ |
| 6 | $L$ | $L, C$ |
| 7 | $W, C$ | $W$ |

$$
\begin{aligned}
f_{4}^{r} & \equiv(L \vee W \vee C) \wedge(L \vee W \vee C) \wedge(L \vee C) \wedge(L \vee C) \wedge W \\
& \equiv(L \wedge W) \vee(C \wedge W) \\
f_{5}^{r} & \equiv(L \vee C) \wedge(L \vee C) \equiv(L \vee C) \\
f_{6}^{r} & \equiv L \wedge(L \vee C) \equiv L \\
f_{7}^{r} & \equiv(W \vee C) \wedge W \equiv W .
\end{aligned}
$$

(2) The following prime implicants are obtained from formulas $f_{1}^{r}, \ldots, f_{7}^{r}$ :

$$
\begin{aligned}
& f_{1}^{r}: L, W \\
& f_{2}^{r}: L, W, C \\
& f_{3}^{r}: L \wedge W, L \wedge C \\
& f_{4}^{r}: L \wedge W, C \wedge W \\
& f_{5}^{r}: L, C \\
& f_{6}^{r}: L \\
& f_{7}^{r}: W .
\end{aligned}
$$

(3) Based on the prime implicants, minimal decision rules are created for objects $1, \ldots, 7$. For instance, from prime implicants $L$ and $W$ corresponding to $f_{1}^{r}$, the following minimal decision rules are generated based on object 1 :

$$
\begin{aligned}
& (L=7.0) \Rightarrow(S=\mathrm{no}) \\
& (W=\text { large }) \Rightarrow(S=\mathrm{no}) .
\end{aligned}
$$

On the basis of object 3 and prime implicants $L \wedge W$ and $L \wedge C$ for $f_{3}^{r}$ we obtain the following rules:

$$
\begin{aligned}
& (L=4.0) \wedge(W=\text { medium }) \Rightarrow(S=\text { yes }) \\
& (L=4.0) \wedge(C=\text { green }) \Rightarrow(S=\text { yes }) .
\end{aligned}
$$

Similarly, minimal decision rules can easily be obtained for all other formulas.
In practice, the number of minimal decision rules can be large. One then tries to consider only subsets of these rules or to drop some conditions from minimal rules.
Remark 11. The main challenge in inducing rules from decision systems lies in determining which attributes should be included into the conditional parts of the rules. Using the strategy outlined above, the minimal rules are computed first. Their conditional parts describe the largest object sets with the same generalized decision value in a given decision system. Although such minimal decision rules can be computed, this approach can result in a set of rules of unsatisfactory classification quality. Such rules might appear too general or too specific for classifying new objects. This depends on the data analyzed. Techniques have been developed for the further tuning of minimal rules.

Table 15
Training data considered in Section 2.5

| Object | $S L$ | $V S$ | $W$ | $A D$ | Distance |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 70 | 60 | 70 | rain | 3.0 |
| 2 | 70 | 60 | sun | 5.0 | small |
| 3 | 50 | 60 | rain | medium |  |
| 4 | 50 | 15 | sun | 9.0 | small |
| 5 | 30 | 10 | rain | medium |  |
| 6 | 30 | 60 | rain | 5.0 | large |
| 7 | 70 | 40 | rain | 15.0 | large |
| 8 | 50 |  | 15.0 | large |  |

### 2.5. Example: learning of concepts

Given that one has all the techniques described in the previous sections at one's disposal, an important task is to induce definitions of concepts from training data, where the representation of the definition is as efficient and of high quality as possible. These definitions may then be used as classifiers for the induced concepts.

Let us concentrate on the concept of Distance between cars on the road. The rough relation Distance ( $x, y, z$ ) denotes the approximate distance between vehicles $x$ and $y$, where $z \in\{$ small, medium, large, unknown $\}$. Below we simplify the definition somewhat, and consider $\operatorname{Distance}(x, z)$ which denotes that the distance between $x$ and the vehicle directly preceding $x$ is $z .{ }^{10}$ Assume that sample training data has been gathered in a decision table which is provided in Table 15, where ${ }^{11}$

- $S L$ stands for the "speed limit" on a considered road segment;
- $V S$ stands for the "vehicle speed";
- $W$ stands for "weather conditions";
- $A D$ stands for "actual distance" between a given vehicle and its predecessor on the road.

For the sake of simplicity, we concentrate on generating rules to determine whether the distance between two objects is small.

On the basis of the training data, one can compute a discernibility matrix. Since we are interested in rules for the decision small only, it suffices to consider a simplified discernibility matrix with columns labelled by objects 1 and 3, as these are the only two objects, where the corresponding decision is small. The resulting discernibility matrix is shown in Table 16.

The discernibility matrix gives rise to the following discernibility functions:

$$
\begin{aligned}
f_{1} \equiv & (V S \vee W \vee A D) \wedge(S L \vee W \vee A D) \wedge(S L \vee V S \vee A D) \\
& \wedge(S L \vee V S \vee W \vee A D) \wedge A D \wedge(S L \vee V S \vee A D) \\
\equiv & A D \\
f_{3} \equiv & (S L \vee V S \vee W) \wedge(W \vee A D) \wedge(S L \vee V S \vee A D) \\
& \wedge(S L \vee V S \vee W) \wedge(S L \vee A D) \wedge(V S \vee A D) \\
\equiv & (W \wedge A D) \vee(S L \wedge A D) \vee(V S \wedge A D) \vee(S L \wedge V S \wedge W) .
\end{aligned}
$$

Based on the discernibility functions, one can easily find prime implicants and obtain the following rules for the decision small ${ }^{12}$ :

[^7]Table 16
Discernibility matrix of Table 15 for decision small

| Object | 1 | 3 |
| :--- | :--- | :--- |
| 2 | $V S, W, A D$ | $S L, V S, W$ |
| 4 | $S L, W, A D$ | $W, A D$ |
| 5 | $S L, V S, A D$ | $S L, V S, A D$ |
| 6 | $S L, V S, W, A D$ | $S L, V S, W$ |
| 7 | $A D$ | $S L, A D$ |
| 8 | $S L, V S, A D$ | $V S, A D$ |

Table 17
Information table considered in Example 12

| Customer | Bread | Milk | Jam | Beer |
| :--- | :--- | :--- | :--- | :--- |
| 1 | yes | yes | no |  |
| 2 | yes | yes | no | yes |
| 3 | no | yes | yes | no |
| 4 | yes | yes | no |  |

$$
\begin{align*}
& (A D=3.0) \Rightarrow(\text { Distance }=\text { small })  \tag{6}\\
& (W=\text { rain }) \wedge(A D=5.0) \Rightarrow(\text { Distance }=\text { small }) \\
& (S L=50) \wedge(A D=5.0) \Rightarrow(\text { Distance }=\text { small }) \\
& (V S=60) \wedge(A D=5.0) \Rightarrow(\text { Distance }=\text { small }) \\
& (S L=50) \wedge(V S=60) \wedge(W=\text { rain }) \Rightarrow(\text { Distance }=\text { small }) .
\end{align*}
$$

There have been also developed methods for approximation of compound concepts based on rough sets, hierarchical learning, and ontology approximation (see, e.g., [7,11-13,77,80,79,108,113,115,116]).

### 2.6. Association rules

In this section [73,75], we show how rough set techniques can be used to extract association rules from information systems. Association rules playing an important role in the field of data mining, provide associations among attributes. ${ }^{13}$ A real number from the interval $[0,1]$ is assigned to each rule and provides a measure of the confidence of the rule. The following example will help to illustrate this.
Example 12. Consider the information table provided in Table 17.
Each row in the table represents items bought by a customer. For instance, customer 1 bought bread and milk, whereas customer 4 bought milk and jam. An association rule that can be extracted from the above table is: a customer who bought bread also bought milk. This is represented by

$$
(\text { Bread }=\text { yes }) \Rightarrow(\text { Milk }=\text { yes }) .
$$

Since all customers who bought bread actually bought milk too, the confidence of this rule is 1 . Now consider the rule

$$
(\text { Bread }=\text { yes }) \wedge(\text { Milk }=\text { yes }) \Rightarrow(\text { Jam }=\text { yes })
$$

stating that a customer who bought bread and milk, bought jam as well. Since three customers bought both bread and milk and two of them bought jam, the confidence of this rule is $2 / 3$.

We now formalize this approach to confidence measures for association rules. Recall that by a template we mean a conjunction of elementary descriptors, i.e., expressions of the form $a=v$, where $a$ is an attribute and $v \in V_{a}$. For an information system $\mathscr{A}$ and a template $T$ we denote by $\operatorname{support}_{\mathscr{A}}(T)$ the number of objects

[^8]satisfying $T$. Let $\mathscr{A}$ be an information system and $T=D_{1} \wedge \cdots \wedge D_{m}$ be a template. By an association rule generated from $T$, we mean any expression of the form
$$
\bigwedge_{D_{i} \in P} D_{i} \Rightarrow \bigwedge_{D_{j} \in Q} D_{j},
$$
where $\{P, Q\}$ is a partition of $\left\{D_{1}, \ldots, D_{m}\right\}$. By a confidence of an association rule $\phi \equiv \bigwedge_{D_{i} \in P} D_{i} \Rightarrow \bigwedge_{D_{j} \in Q} D_{j}$ we mean the coefficient
$$
\text { confidence }_{\mathscr{A}}(\phi)=\frac{\text { support }_{\mathscr{A}}\left(D_{1} \wedge \cdots \wedge D_{m}\right)}{\operatorname{support}_{\mathscr{A}}\left(\bigwedge_{D_{i} \in P} D_{i}\right)} .
$$

There are two basic steps used in methods aimed at generating association rules. (Below $s$ and $c$ stand for support and confidence thresholds w.r.t. a given information system $\mathscr{A}$, respectively.)
(1) Generate as many templates $T=D_{1} \wedge \cdots \wedge D_{k}$ as possible, such that support $_{\mathscr{A}}(T) \geqslant s$ and support $_{\mathscr{A}}\left(T \wedge D_{i}\right)<s$, for any descriptor $D_{i}$ different from all descriptors $D_{1}, \ldots, D_{k}$.
(2) Search for a partition $\{P, Q\}$ of $T$, for each $T$ generated in the previous step, satisfying
(a) support $_{\mathscr{d}}(P)<\frac{\text { support }_{\boldsymbol{s}}(T)}{c}$.
(b) $P$ has the shortest length among templates satisfying (a).

Every such partition leads to an association rule of the form $P \Rightarrow Q$ whose confidence is greater than $c$.
The second step, crucial to the process of extracting association rules, can be solved using rough set methods.

Let $T=D_{1} \wedge D_{2} \wedge \cdots \wedge D_{m}$ be a template such that support $_{\mathscr{L}}(T) \geqslant s$. For a given confidence threshold $c \in[0,1]$, the association rule $\phi \equiv P \Rightarrow Q$ is called c-irreducible if confidence $\mathscr{A}(P \Rightarrow Q) \geqslant c$ and for any association rule $\phi^{\prime} \equiv P^{\prime} \Rightarrow Q^{\prime}$ such that $P^{\prime}$ is a sub-formula of $P$, we have

$$
\text { confidence }_{\mathscr{A}}\left(P^{\prime} \Rightarrow Q^{\prime}\right)<c
$$

The problem of searching for $c$-irreducible association rules from a given template is equivalent to the problem of searching for $\alpha$-reducts in a decision table, for some $\alpha \in[0,1]$ (see Section 2.1).

Let $\mathscr{A}$ be an information system and $T=D_{1} \wedge D_{2} \wedge \cdots \wedge D_{m}$ be a template. By a characteristic table for $T$ w.r.t. $\mathscr{A}$, we understand a decision system $\left.\mathscr{A}\right|_{T}=\left(U,\left.A\right|_{T}, d\right)$, where
(1) $\left.A\right|_{T}=\left\{a_{D_{1}}, a_{D_{2}}, \ldots, a_{D_{m}}\right\}$ is a set of attributes corresponding to the descriptors of $T$ such that $a_{D_{i}}(u)= \begin{cases}1, & \text { if the object } u \text { satisfies } D_{i}, \\ 0, & \text { otherwise; }\end{cases}$
(2) the decision attribute $d$ determines if the object satisfies a template $T$, i.e.,

$$
d(u)= \begin{cases}1, & \text { if the object } u \text { satisfies } T \\ 0, & \text { otherwise }\end{cases}
$$

The following property provides the relationship between association rules and approximations of reducts.

For a given information system $\mathscr{A}=(U, A)$, a template $T=D_{1} \wedge D_{2} \wedge \cdots \wedge D_{m}$ and a set of descriptors $P \subseteq\left\{D_{1}, \ldots, D_{m}\right\}$, the association rule

$$
\bigwedge_{D_{i} \in P} D_{i} \Rightarrow \bigwedge_{D_{j} \in\left\{D_{1}, \ldots, D_{m}\right\}-P} D_{j},
$$

is
(1) a 1-irreducible association rule from $T$ if and only if $\bigcup_{D_{i} \in P}\left\{a_{D_{i}}\right\}$ is a decision-relative reduct of $\left.\mathscr{A}\right|_{T}$;
(2) a $c$-irreducible association rule from $T$ if and only if $\bigcup_{D_{i} \in P}\left\{a_{D_{i}}\right\}$ is an $\alpha$-reduct of $\left.\mathscr{A}\right|_{T}$, where

$$
\alpha=1-\left[\left(\frac{1}{c}-1\right) /\left(\frac{|U|}{\text { support }_{\mathscr{A}}(T)}-1\right)\right] .
$$

The problem of searching for the shortest association rules is NP-hard.
The following example illustrates the main ideas used in the searching method for association rules.
Example 13. Consider the information table $\mathscr{A}$ with 18 objects and 9 attributes presented in Table 18.
Consider the template

$$
\begin{equation*}
T=\left(a_{1}=0\right) \wedge\left(a_{3}=2\right) \wedge\left(a_{4}=1\right) \wedge\left(a_{6}=0\right) \wedge\left(a_{8}=1\right) . \tag{7}
\end{equation*}
$$

It is easily seen that support $_{\mathscr{A}}(T)=10$. The new constructed decision table $\left.\mathscr{A}\right|_{T}$ is presented in Table 19.
The reduced discernibility matrix $\left.\mathscr{A}\right|_{T}$ is provided in Table 20, where for simplicity, the second column represents, in fact, 10 columns with identical contents, labeled by $u_{2}, u_{3}, u_{4}, u_{8}, u_{9}, u_{10}, u_{13}, u_{15}, u_{16}, u_{17}$, respectively. Given the discernibility matrix, one can easily compute the discernibility function $\left.\mathscr{A}\right|_{T}$ for $\left.\mathscr{A}\right|_{T}$ :

$$
\begin{aligned}
f_{\mathcal{A}_{T}}\left(a_{D_{1}}, a_{D_{2}}, a_{D_{3}}, a_{D_{4}}, a_{D_{5}}\right) \equiv & \left(a_{D_{2}} \vee a_{D_{4}} \vee a_{D_{5}}\right) \wedge\left(a_{D_{1}} \vee a_{D_{3}} \vee a_{D_{4}}\right) \wedge\left(a_{D_{2}} \vee a_{D_{3}} \vee a_{D_{4}}\right) \\
& \wedge\left(a_{\left.D_{1} \vee a_{D_{2}} \vee a_{D_{3}} \vee a_{D_{4}}\right) \wedge\left(a_{D_{1}} \vee a_{D_{3}} \vee a_{D_{5}}\right) \wedge\left(a_{D_{2}} \vee a_{D_{3}} \vee a_{D_{5}}\right)}\right. \\
& \wedge\left(a_{D_{3}} \vee a_{D_{4}} \vee a_{D_{5}}\right) \wedge\left(a_{D_{1}} \vee a_{D_{5}}\right),
\end{aligned}
$$

where $D_{i}$ denotes the $i$ th conjunct of (7).
The discernibility function has the following prime implicants: $a_{D_{3}} \wedge a_{D_{5}}, a_{D_{4}} \wedge a_{D_{5}}, a_{D_{1}} \wedge a_{D_{2}} \wedge a_{D_{3}}, a_{D_{1}} \wedge$ $a_{D_{2}} \wedge a_{D_{4}}, a_{D_{1}} \wedge a_{D_{2}} \wedge a_{D_{5}}, a_{D_{1}} \wedge a_{D_{3}} \wedge a_{D_{4}}$. This gives rise to the reducts: $\left\{a_{D_{3}}, a_{D_{5}}\right\},\left\{a_{D_{4}}, a_{D_{5}}\right\},\left\{a_{D_{1}}, a_{D_{2}}, a_{D_{3}}\right\}$, $\left\{a_{D_{1}}, a_{D_{2}}, a_{D_{4}}\right\},\left\{a_{D_{1}}, a_{D_{2}}, a_{D_{5}}\right\},\left\{a_{D_{1}}, a_{D_{3}}, a_{D_{4}}\right\}$. Thus, there are six association rules with confidence 1, i.e., 1-irreducible:

$$
\begin{aligned}
& D_{3} \wedge D_{5} \Rightarrow D_{1} \wedge D_{2} \wedge D_{4} \\
& D_{4} \wedge D_{5} \Rightarrow D_{1} \wedge D_{2} \wedge D_{3} \\
& D_{1} \wedge D_{2} \wedge D_{3} \Rightarrow D_{4} \wedge D_{5} \\
& D_{1} \wedge D_{2} \wedge D_{4} \Rightarrow D_{3} \wedge D_{5} \\
& D_{1} \wedge D_{2} \wedge D_{5} \Rightarrow D_{3} \wedge D_{4} \\
& D_{1} \wedge D_{3} \wedge D_{4} \Rightarrow D_{2} \wedge D_{5} .
\end{aligned}
$$

Table 18
Information table $\mathscr{A}$ considered in Example 13

| $\mathscr{A}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ | $a_{5}$ | $a_{6}$ | $a_{7}$ | $a_{8}$ | $a_{9}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u_{1}$ | 0 | 1 | 1 | 1 | 80 | 2 | 2 | 2 | 3 |
| $u_{2}$ | 0 | 1 | 2 | 1 | 81 | 0 | aa | 1 | aa |
| $u_{3}$ | 0 | 2 | 2 | 1 | 82 | 0 | a | 1 | aa |
| $u_{4}$ | 0 | 1 | 2 | 1 | 80 | 0 | a | 1 | aa |
| $u_{5}$ | 1 | 1 | 2 | 2 | 81 | 1 | aa | 1 | aa |
| $u_{6}$ | 0 | 2 | 1 | 2 | 81 | 1 | a | 1 | aa |
| $u_{7}$ | 1 | 2 | 1 | 2 | 83 | 1 | aa | 1 | aa |
| $u_{8}$ | 0 | 2 | 2 | 1 | 81 | 0 | aa | 1 | aa |
| $u_{9}$ | 0 | 1 | 2 | 1 | 82 | 0 | a | 1 | aa |
| $u_{10}$ | 0 | 3 | 2 | 1 | 84 | 0 | aa | 1 | aa |
| $u_{11}$ | 0 | 1 | 3 | 1 | 80 | 0 | a | 2 | aa |
| $u_{12}$ | 0 | 2 | 2 | 2 | 82 | 0 | a | 2 | aa |
| $u_{13}$ | 0 | 2 | 2 | 1 | 81 | 0 | aa | 1 | aa |
| $u_{14}$ | 0 | 3 | 2 | 2 | 81 | 2 | a | 2 | aa |
| $u_{15}$ | 0 | 4 | 2 | 1 | 82 | 0 | aa | 1 | aa |
| $u_{16}$ | 0 | 3 | 2 | 1 | 83 | 0 | a | 1 | aa |
| $u_{17}$ | 0 | 1 | 2 | 1 | 84 | 0 | aa | 1 | aa |
| $u_{18}$ | 1 | 2 | 2 | 1 | 82 | 0 | aa | 2 | aa |

Table 19
Decision table $\left.\mathscr{A}\right|_{T}$ considered in Example 13

| $\left.\mathscr{A}\right\|_{T}$ | $a_{D_{1}}\left(a_{1}=0\right)$ | $a_{D_{2}}\left(a_{3}=2\right)$ | $a_{D_{3}}\left(a_{4}=1\right)$ | $a_{D_{4}}\left(a_{6}=0\right)$ | $a_{D_{5}}\left(a_{8}=1\right)$ | $d$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u_{1}$ | 1 | 0 | 1 | 0 | 0 | 0 |
| $u_{2}$ | 1 | 1 | 1 | 1 | 1 | 1 |
| $u_{3}$ | 1 | 1 | 1 | 1 | 1 | 1 |
| $u_{4}$ | 1 | 1 | 1 | 1 | 1 | 1 |
| $u_{5}$ | 0 | 1 | 0 | 0 | 1 | 0 |
| $u_{6}$ | 1 | 0 | 0 | 0 | 1 | 0 |
| $u_{7}$ | 0 | 0 | 0 | 0 | 1 | 0 |
| $u_{8}$ | 1 | 1 | 1 | 1 | 1 | 1 |
| $u_{9}$ | 1 | 1 | 1 | 1 | 1 | 1 |
| $u_{10}$ | 1 | 1 | 1 | 1 | , | 1 |
| $u_{11}$ | 1 | 0 | 1 | 1 | 0 | 0 |
| $u_{12}$ | 1 | 0 | 0 | 1 | 0 | 0 |
| $u_{13}$ | 1 | 1 | 1 | 1 | , | 1 |
| $u_{14}$ | 1 | 1 | 0 | 0 | 0 | 0 |
| $u_{15}$ | 1 | 1 | 1 | 1 | 1 | 1 |
| $u_{16}$ | 1 | 1 | 1 | 1 | , | 1 |
| $u_{17}$ | 1 | 1 | 1 | 1 | 1 | 1 |
| $u_{18}$ | 0 | 1 | 1 | 1 | 0 | 0 |

Table 20
Reduced discernibility matrix for $\left.\mathscr{A}\right|_{T}$ from Example 13

| $\mathscr{M}\left(\left.\mathscr{A}\right\|_{T}\right)$ | $u_{2}, u_{3}, u_{4}, u_{8}, u_{9} u_{10}, u_{13}, u_{15}, u_{16}, u_{17}$ |
| :--- | :--- |
| $u_{1}$ | $a_{D_{2}}, a_{D_{4}}, a_{D_{5}}$ |
| $u_{5}$ | $a_{D_{1}}, a_{D_{3}}, a_{D_{4}}$ |
| $u_{6}$ | $a_{D_{2}}, a_{D_{3}}, a_{D_{4}}$ |
| $u_{7}$ | $a_{D_{1}}, a_{D_{2}}, a_{D_{3}}, a_{D_{4}}$ |
| $u_{11}$ | $a_{D_{1}, a_{D_{3}}, a_{D_{5}}}$ |
| $u_{12}$ | $a_{D_{2}}, a_{D_{3}}, a_{D_{5}}$ |
| $u_{14}$ | $a_{D_{3}, a_{D_{4}}, a_{D_{5}}}$ |
| $u_{18}$ | $a_{D_{1}}, a_{D_{5}}$ |

For confidence 0.9 , we look for $\alpha$-reducts for the decision table $\left.\mathscr{A}\right|_{T}$, where

$$
\alpha=1-\left(\frac{1}{0.9}-1\right) /\left(\frac{18}{10}-1\right) \approx 0.86 .
$$

Hence, we look for a set of descriptors that covers at least $\lceil(18-10) * \alpha\rceil=\lceil 8 * 0.86\rceil=7$ elements of the discernibility matrix $\mathscr{M}\left(\left.\mathscr{A}\right|_{\mathrm{T}}\right)$. One can see that the following sets of descriptors: $\left\{D_{1}, D_{2}\right\},\left\{D_{1}, D_{3}\right\},\left\{D_{1}, D_{4}\right\}$, $\left\{D_{1}, D_{5}\right\},\left\{D_{2}, D_{3}\right\},\left\{D_{2}, D_{5}\right\},\left\{D_{3}, D_{4}\right\}$ have nonempty intersections with exactly 7 members of the discernibility matrix $\mathscr{M}\left(\left.\mathscr{A}\right|_{T}\right)$. Consequently, the 0.9 -irreducible association rules obtained from those sets are the following:

$$
\begin{aligned}
& D_{1} \wedge D_{2} \Rightarrow D_{3} \wedge D_{4} \wedge D_{5} \\
& D_{1} \wedge D_{3} \Rightarrow D_{2} \wedge D_{4} \wedge D_{5} \\
& D_{1} \wedge D_{4} \Rightarrow D_{2} \wedge D_{3} \wedge D_{5} \\
& D_{1} \wedge D_{5} \Rightarrow D_{2} \wedge D_{3} \wedge D_{4} \\
& D_{2} \wedge D_{3} \Rightarrow D_{1} \wedge D_{4} \wedge D_{5} \\
& D_{2} \wedge D_{5} \Rightarrow D_{1} \wedge D_{3} \wedge D_{4} \\
& D_{3} \wedge D_{4} \Rightarrow D_{1} \wedge D_{2} \wedge D_{5} .
\end{aligned}
$$

The technique illustrated by this example can be applied to find useful dependencies between attributes in complex application domains. In particular, one could use such dependencies in constructing robust classifiers conforming to the laws of the underlying reality.

### 2.7. Approximate Boolean reasoning: discretization of large data sets stored in relational databases

In this section (see $[70,71]$ ), we discuss an application of approximate Boolean reasoning to efficient searching for cuts in large data sets stored in relational databases. Searching for relevant cuts is based on simple statistics which can be efficiently extracted from relational databases. This additional statistical knowledge is making it possible to perform the searching based on Boolean reasoning much more efficient. It can be shown that the extracted cuts by using such reasoning are quite close to optimal.

Searching algorithms for optimal partitions of real-valued attributes, defined by cuts, have been intensively studied. The main goal of such algorithms is to discover cuts which can be used to synthesize decision trees or decision rules of high quality w.r.t. some quality measures (e.g., quality of classification of new unseen objects, quality defined by the decision tree height, support and confidence of decision rules).

In general, all those problems are hard from computational point of view (e.g., the searching problem for minimal and consistent set of cuts is NP-hard). In consequence, numerous heuristics have been developed for approximate solutions of these problems. These heuristics are based on approximate measures estimating the quality of extracted cuts. Among such measures discernibility measures are relevant for the rough set approach.

We outline an approach for solution of a searching problem for optimal partition of real-valued attributes by cuts, assuming that the large data table is represented in a relational database. In such a case, even the linear time complexity w.r.t. the number of cuts is not acceptable because of the time needed for one step. The critical factor for time complexity of algorithms solving that problem is the number of SqL queries of the form

SELECT COUNT FROM aTable WHERE (anAttribute BETWEEN valuel AND value2) AND (additional condition)
necessary to construct partitions of real-valued attribute sets. We assume the answer time for such queries does not depend on the interval length. ${ }^{14}$ Using a straightforward approach to optimal partition selection (w.r.t. a given measure), the number of necessary queries is of order $\mathrm{O}(N)$, where $N$ is the number of preassumed cuts. By introducing some optimization measures, it is possible to reduce the size of searching space. Moreover, using only $\mathrm{O}(\log N)$ simple queries, suffices to construct a partition very close to optimal.

Let $\mathscr{A}=(U, A, d)$ be a decision system with real-valued condition attributes. Any cut $(a, c)$, where $a \in A$ and $c$ is a real number, defines two disjoint sets given by

$$
\begin{aligned}
& U_{L}(a, c)=\{x \in U: a(x) \leqslant c\} \\
& U_{R}(a, c)=\{x \in U: a(x)>c\}
\end{aligned}
$$

If both $U_{L}(a, c)$ and $U_{R}(a, c)$ are non-empty, then $c$ is called a cut on attribute $a$. The cut $(a, c)$ discerns a pair of objects $x, y$ if either $a(x)<c \leqslant a(y)$ or $a(y)<c \leqslant a(x)$.

Let $\mathscr{A}=(U, A, d)$ be a decision system with real-valued condition attributes and decision classes $X_{i}$, for $i=1, \ldots, r(d)$. A quality of a cut $(a, c)$, denoted by $W(a, c)$, is defined by

$$
\begin{equation*}
W(a, c)=\sum_{i \neq j}^{r(d)} L_{i}(a, c) * R_{j}(a, c)=\left(\sum_{i=1}^{r(d)} L_{i}(a, c)\right) *\left(\sum_{i=1}^{r(d)} R_{i}(a, c)\right)-\sum_{i=1}^{r(d)} L_{i}(a, c) * R_{i}(a, c), \tag{8}
\end{equation*}
$$

where $L_{i}(a, c)=\operatorname{card}\left(X_{i} \cap U_{L}(a, c)\right)$ and $R_{i}(a, c)=\operatorname{card}\left(X_{i} \cap U_{R}(a, c)\right)$, for $i=1, \ldots, r(d)$.
In the sequel, we will be interested in finding cuts maximizing the function $W(a, c)$.
The following definition will be useful. Let $\mathscr{C}_{a}=\left\{\left(a, c_{1}\right), \ldots,\left(a, c_{N}\right)\right\}$ be a set of cuts on attribute $a$, over a decision table $\mathscr{A}$ and assume $c_{1}<c_{2} \cdots<c_{N}$. By a median of the $i$ th decision class, denoted by Median( $i$ ), we

[^9]mean the minimal index $j$ for which the cut $\left(a, c_{j}\right) \in \mathscr{C}_{a}$ minimizes the value $\left|L_{i}\left(a, c_{j}\right)-R_{i}\left(a, c_{j}\right)\right|,{ }^{15}$ where $L_{i}$ and $R_{i}$ are defined before.

One can use only $\mathrm{O}(r(d) * \log N)$ SQL queries to determine the medians of decision classes by using the wellknown binary search algorithm.

Then one can show that the quality function $W_{a}(i) \stackrel{\text { def }}{=} W\left(a, c_{i}\right)$, for $i=1, \ldots, N$, is increasing in $\{1, \ldots$, min $\}$ and decreasing in $\{\max , \ldots, N\}$, where min and max are defined by

$$
\begin{aligned}
& \min =\min _{1 \leqslant i \leqslant N} \operatorname{Median}(i) \\
& \max =\max _{1 \leqslant i \leqslant N} \operatorname{Median}(i) .
\end{aligned}
$$

In consequence, the search space for maximum of $W\left(a, c_{i}\right)$ is reduced to $i \in[\min , \max ]$.
Now, one can apply the divide and conquer strategy to determine the best cut, given by $c_{\text {Best }} \in\left[c_{\text {min }}, c_{\text {max }}\right]$, w.r.t. the chosen quality function. First, we divide the interval containing all possible cuts into $k$ intervals. Using some heuristics, one then predict the interval which most probably contains the best cut. This process is recursively applied to that interval, until the considered interval consists of one cut. The problem which remains to be solved is how to define such approximate measures which could help us to predict the suitable interval.

Let us consider a simple probabilistic model. Let $\left(a, c_{L}\right),\left(a, c_{R}\right)$ be two cuts such that $c_{L}<c_{R}$ and $i=$ $1, \ldots, r(d)$. For any cut $(a, c)$ satisfying $c_{L}<c<c_{R}$, we assume that $x_{1}, \ldots, x_{r(d)}$, where $x_{i}=\operatorname{card}\left(X_{i} \cap U_{L}(a, c) \cap\right.$ $\left.U_{R}(a, c)\right)$ are independent random variables with uniform distribution over sets $\left\{0, \ldots, M_{1}\right\}, \ldots,\left\{0, \ldots, M_{r(d)}\right\}$, respectively, that

$$
M_{i}=M_{i}\left(a, c_{L}, c_{R}\right)=\operatorname{card}\left(X_{i} \cap U_{L}\left(a, c_{R}\right) \cap U_{R}\left(a, c_{L}\right)\right) .
$$

Under these assumptions the following fact holds. For any cut $c \in\left[c_{L}, c_{R}\right]$, the mean $E(W(a, c))$ of quality $W(a, c)$, is given by

$$
\begin{equation*}
E(W(a, c))=\frac{W\left(a, c_{L}\right)+W\left(a, c_{R}\right)+\operatorname{conflict}\left(\left(a, c_{L}\right),\left(a, c_{R}\right)\right)}{2} \tag{9}
\end{equation*}
$$

where $\operatorname{conflict}\left(\left(a, c_{L}\right),\left(a, c_{R}\right)\right)=\sum_{i \neq j} M_{i} * M_{j}$.
In addition, the standard deviation of $W(a, c)$ is given by

$$
\begin{equation*}
D^{2}(W(a, c))=\sum_{i=1}^{n}\left[\frac{M_{i}\left(M_{i}+2\right)}{12}\left(\sum_{j \neq i}\left(R_{j}\left(a, c_{R}\right)-L_{j}\left(a, c_{L}\right)\right)\right)^{2}\right] \tag{10}
\end{equation*}
$$

Formulas (9) and (10) can be used to construct a predicting measure for the quality of the interval $\left[c_{L}, c_{R}\right]$ :

$$
\begin{equation*}
\operatorname{Eval}\left(\left[c_{L}, c_{R}\right], \alpha\right)=E(W(a, c))+\alpha \sqrt{D^{2}(W(a, c))}, \tag{11}
\end{equation*}
$$

where the real parameter $\alpha \in[0,1]$ can be tuned in a learning process.
To determine the value $\operatorname{Eval}\left(\left[c_{L}, c_{R}\right], \alpha\right)$, we need to compute the numbers

$$
L_{1}\left(a, c_{L}\right), \ldots, L_{r(d)}\left(a, c_{L}\right), M_{1}, \ldots, M_{r(d)}, R_{1}\left(a, c_{R}\right), \ldots, R_{r(d)}\left(a, c_{R}\right) .
$$

This requires $\mathrm{O}(r(d)) \mathrm{SQL}$ queries of the form

## SELECT COUNT

FROM DecTable
WHERE (attribute_a BETWEEN value_l AND value_2) AND (dec = i).
Hence, the number of queries required for running this algorithm is

$$
\mathrm{O}\left(r(d) k \log _{k} N\right)
$$

[^10]In practice, we set $k=3$, since the function $f(k)=r(d) k \log _{k} N$ over positive integers is taking minimum for $k=3$.

Numerous experiments on different data sets have shown that the proposed solution allows one to find a cut which is very close to the optimal one. For more details the reader is referred to the literature (see [70,71]).

## 3. Conflicts

Knowledge discovery in databases considered in the previous sections reduces to searching for functional dependencies in the data set. In this section, we will discuss another kind of relationship in the data - not dependencies, but conflicts. Formally, the conflict relation can be seen as a negation (not necessarily classical) of indiscernibility relation which was used as a basis of rough set theory. Thus indiscernibility and conflict are closely related from logical point of view. It turns out that the conflict relation can be used to the conflict analysis study. Conflict analysis and resolution play an important role in business, governmental, political and lawsuits disputes, labor-management negotiations, military operations, and others. To this end many mathematical formal models of conflict situations have been proposed and studied, e.g., $[16,19,20,27,49,50,52$, $61,66,81,90,129]$. Various mathematical tools, e.g., graph theory, topology, differential equations have been used for that purpose. Needless to say, game theory can also be considered as a mathematical model of conflict situations. In fact, there is no "universal" theory of conflicts yet, and mathematical models of conflict situations are strongly domain dependent. In this paper, we are going to present yet another approach to conflict analysis - based on some ideas of rough set theory - along the lines of [90]. The considered model is simple enough for easy computer implementation and seems to be adequate for many real life applications.

### 3.1. Basic concepts of conflict theory

In this section, we give definitions of basic concepts of the proposed approach in lines with [90].
Let us assume that we are given a finite, non-empty set $A g$ called the universe. Elements of $A g$ will be referred to as agents. Let a voting function $v: A g \rightarrow\{-1,0,1\}$ be given, assigning to every agent one of the number $-1,0$ or 1 , which represents his opinion, view, voting result, etc. about some discussed issue, and meaning against, neutral and favorable, respectively.

Voting functions correspond to situations. Hence, let us assume there is given a set of situations $U$ and a set of voting functions Voting_Fun as well as a conflict function Conflict : $U \rightarrow$ Voting_Fun. Any pair $S=(s, v)$, where $s \in U$ and $v=\operatorname{Conflict(s)~will~be~called~a~conflict~situation.~}$

In order to express relations between agents from $A g$, defined by a given voting function $v$ we define three basic binary relations in $A g^{2}$ : conflict, neutrality, and alliance.

To this end, we first define the following auxiliary function:

$$
\phi_{v}\left(a g, a g^{\prime}\right)= \begin{cases}1, & \text { if } v(a g) v\left(a g^{\prime}\right)=1 \quad \text { or } \quad a g=a g^{\prime},  \tag{12}\\ 0, & \text { if } v(a g) v\left(a g^{\prime}\right)=0 \quad \text { and } \quad a g \neq a g^{\prime}, \\ -1, & \text { if } v(a g) v\left(a g^{\prime}\right)=-1 .\end{cases}
$$

This means that if $\phi_{v}\left(a g, a g^{\prime}\right)=1$, then agents $a g$ and $a g^{\prime}$ have the same opinion about issue $v$ (are allied on $v$ ); $\phi_{v}\left(a g, a g^{\prime}\right)=0$ means that at least one of agents $a g$ or $a g^{\prime}$ has neutral approach to issue $v$ (is neutral on $v$ ), and $\phi_{v}\left(a g, a g^{\prime}\right)=-1$, means that both agents have different opinions about issue $v$ (are in conflict on $v$ ).

In what follows we will define three basic binary relations $R_{v}^{+}, R_{v}^{0}, R_{v}^{-} \subseteq A g^{2}$ called alliance, neutrality and conflict relations, respectively, and defined by

$$
\begin{array}{lcc}
R_{v}^{+}\left(a g, a g^{\prime}\right) & \text { iff } & \phi_{v}\left(a g, a g^{\prime}\right)=1 \\
R_{v}^{0}\left(a g, a g^{\prime}\right) & \text { iff } & \phi_{v}\left(a g, a g^{\prime}\right)=0  \tag{13}\\
R_{v}^{-}\left(a g, a g^{\prime}\right) & \text { iff } & \phi_{v}\left(a g, a g^{\prime}\right)=-1 .
\end{array}
$$

It is easily seen that the alliance relation has the following properties:

```
Rv
Rv
Rv}+(ag,a\mp@subsup{g}{}{\prime}) and R Rv (a\mp@subsup{g}{}{\prime},a\mp@subsup{g}{}{\prime\prime}) implies R Rv (ag,a\mp@subsup{g}{}{\prime\prime})
```

i.e., $R_{v}^{+}$is an equivalence relation. Each equivalence class of alliance relation will be called a coalition with respect to $v$. Let us note that the last condition in (14) can be expressed as "a friend of my friend is my friend".

For the conflict relation we have the following properties:

```
not }\mp@subsup{R}{v}{-}(ag,ag
R
R
R
```

The last two conditions in (15) refer to well known sayings "an enemy of my enemy is my friend" and "a friend of my enemy is my enemy".

For the neutrality relation we have:

$$
\begin{align*}
& \operatorname{not} R_{v}^{0}(a g, a g)  \tag{16}\\
& R_{v}^{0}\left(a g, a g^{\prime}\right)=R_{v}^{0}\left(a g^{\prime}, a g\right)
\end{align*}
$$

Let us observe that there are no coalitions in the conflict and neutrality relations.
We have $R_{v}^{+} \cup R_{v}^{0} \cup R_{v}^{-}=A g^{2}$ because for any pair of agents $\left(a g, a g^{\prime}\right) \in A g^{2}, \Phi_{v}\left(a g, a g^{\prime}\right)=1$ or $\Phi_{v}(a g$, $\left.a g^{\prime}\right)=0$ or $\Phi_{v}\left(a g, a g^{\prime}\right)=-1$, so $\left(a g, a g^{\prime}\right) \in R_{v}^{+}$or $\left(a g, a g^{\prime}\right) \in R_{v}^{-}$or $\left(a g, a g^{\prime}\right) \in R_{v}^{-}$. All the three relations $R_{v}^{+}$, $R_{v}^{0}, R_{v}^{-}$are pairwise disjoint, i.e., every pair of objects ( $a g, a g^{\prime}$ ) belongs to exactly one of relation (is in conflict, is allied or is neutral).

With every conflict situation $S=(s, v)$ we will associate a conflict graph

$$
\begin{equation*}
G_{S}=\left(R_{v}^{+}, R_{v}^{0}, R_{v}^{-}\right) . \tag{17}
\end{equation*}
$$

An example of a conflict graph is shown in Fig. 2. Solid lines denote conflicts, whereas dotted line - alliance. ${ }^{16}$ Clearly, $B, C$, and $D$ form a coalition.

A conflict degree $\operatorname{Con}(S)$ of the conflict situation $S=(s, v)$ is defined by

$$
\begin{equation*}
\operatorname{Con}(S)=\frac{\sum_{\left\{\left(a g, a g^{\prime}\right): \phi_{v}\left(a g, a g^{\prime}\right)=-1\right\}}\left|\phi_{v}\left(a g, a g^{\prime}\right)\right|}{2\left\lceil\frac{n}{2}\right\rceil \times\left(n-\left\lceil\frac{n}{2}\right\rceil\right)}, \tag{18}
\end{equation*}
$$

where $n=\operatorname{card}(A g)$.
One can consider a more general case of a conflict function viz., a mapping of the form Conflict: $U \rightarrow$ Voting Fun ${ }^{k}$, where $k$ is a positive integer. Then, a conflict situation is any pair $S=\left(s,\left(v_{1}, \ldots, v_{k}\right)\right)$, where $\left(v_{1}, \ldots, v_{k}\right)=\operatorname{Conflict}(s)$, and the conflict degree in $S$ can be defined by

$$
\begin{equation*}
\operatorname{Con}(S)=\frac{\sum_{i=1}^{k} \operatorname{Con}\left(S_{i}\right)}{k} \tag{19}
\end{equation*}
$$

where $S_{i}=\left(s, v_{i}\right)$ for $i=1, \ldots, k$. Each function $v_{i}$ is called a voting function on the $i$ th issue in $s$.

### 3.2. An example

In this section, we will illustrate the ideas presented above by means of a very simple tutorial example using concepts presented previously. We consider a conflict situation $S=(s, v)$, where the domain $a g$ of the voting function $v$ is defined by $A g=\{(1, A), \ldots,(240, A),(241, B), \ldots,(280, B),(281, C), \ldots,(340, C),(341, D), \ldots,(500, D)\}$ and $v(1, A)=\cdots=v(200, A)=1, v(201, A)=\cdots=v(230, A)=0, v(231, A)=\cdots=v(240, A)=-1, v(241, B)=\cdots=$

[^11]

Fig. 2. Exemplary conflict graph.
$v(255, B)=1, v(256, B)=\cdots=v(280, B)=-1, v(281, C)=\cdots=v(300, C)=0, v(301, C)=\cdots=v(340, C)=-1$, $v(341, D)=\cdots=v(365, D)=1, v(366, D)=\cdots=v(400, D)=0, v(401, D)=\cdots=v(500, D)=-1$.

This conflict situation is presented in Table 21, where 1 and -1 are abbreviated by '+', ' - ', respectively. The maximal coalitions in this conflict situation are $v^{-1}(\{1\})$ and $v^{-1}(\{-1\})$.

If one would like to keep only party name, then Table 21 can be represented as it is shown in Table 22. This table presents a decision table in which the only condition attribute is Party, whereas the decision attribute is Voting. The table describes voting results in a parliament containing 500 members grouped in four political parties denoted $A, B, C$ and $D$. Suppose the parliament discusses certain issue (e.g., membership of the country in European Union) and the voting result is presented in column Voting, where,+ 0 and - denoted yes, abstention and no, respectively. The column support contains the number of voters for each option.

Table 21
Conflict situation with agents (Member, Party) and the voting function Voting

| (Member, Party) | Voting |
| :---: | :---: |
| $(1, \mathrm{~A})$ | $+$ |
| $(200, \mathrm{~A})$ | $+$ |
| (201, A) | 0 |
| $(230, \mathrm{~A})$ | 0 |
| (231, A) | - |
| $(240, \mathrm{~A})$ | $\ldots$ |
| $(241, B)$ | $+$ |
| $(255, \mathrm{~B})$ | $+$ |
| $(256, B)$ | - |
| $(280, \mathrm{~B})$ | ... |
| (281, C) | 0 |
| $(300, \mathrm{C})$ | 0 |
| $(301, \mathrm{C})$ | - |
| $\begin{aligned} & (340, \mathrm{C}) \\ & (341, \mathrm{D}) \end{aligned}$ | - + |
| $\begin{aligned} & (365, \mathrm{D}) \\ & (366, \mathrm{D}) \end{aligned}$ | $\begin{aligned} & \ldots \\ & + \\ & 0 \end{aligned}$ |
| $\begin{aligned} & (400, \mathrm{D}) \\ & (401, \mathrm{D}) \end{aligned}$ | 0 |
| $(500, \mathrm{D})$ | - |

Table 22
Decision table with one condition attribute Party and the decision Voting

| Fact | Party | Voting | Support |
| :--- | :--- | :--- | :--- |
| 1 | $A$ | + | 200 |
| 2 | $A$ | 0 | 30 |
| 3 | $A$ | - | 10 |
| 4 | $B$ | - | 15 |
| 5 | $B$ | 0 | 25 |
| 6 | $C$ | - | 20 |
| 7 | $C$ | + | 40 |
| 8 | $D$ | 0 | 25 |
| 9 | $D$ | - | 35 |
| 10 | $D$ |  | 100 |

Table 23
The certainty and coverage factors for Table 22

| Fact | Strength | Certainty | Coverage |
| :--- | :--- | :--- | :--- |
| 1 | 0.40 | 0.83 | 0.83 |
| 2 | 0.06 | 0.13 | 0.35 |
| 3 | 0.02 | 0.04 | 0.06 |
| 4 | 0.03 | 0.36 | 0.06 |
| 5 | 0.05 | 0.63 | 0.14 |
| 6 | 0.04 | 0.33 | 0.23 |
| 7 | 0.08 | 0.67 | 0.23 |
| 8 | 0.05 | 0.16 | 0.10 |
| 9 | 0.07 | 0.22 | 0.41 |
| 10 | 0.20 | 0.63 | 0.57 |

The strength, the certainty and the coverage factors for Table 22 are given in Table 23. The certainty and coverage factors have now a natural interpretation for the considered conflict situation.

From the certainty factors we can conclude, for example, that

- $83.3 \%$ of party $A$ voted yes;
- $12.5 \%$ of party $A$ abstained;
- $4.2 \%$ of party $A$ voted no.

From the coverage factors we can get, for example, the following explanation of voting results:

- $83.3 \%$ yes votes came from party $A$;
- $6.3 \%$ yes votes came from party $B$;
- $10.4 \%$ yes votes came from party $C$.


### 3.3. Conflicts and rough sets

There are strong relationships between the approach to conflicts presented in Section 3.1 and the rough set approach. In this section, we discuss examples of such relationships. The approach presented in this section seems to be very promising for solving problems related to conflict resolution and negotiations (see, e.g., [49,50,52,129]).

The application of rough sets can bring new results in the area related to conflict resolution and negotiations between agents because this makes it possible to introduce approximate reasoning about vague concepts into the area.

Now, we would like to outline this possibility.
First, let us observe that any conflict situation $S=(s, V)$, where $V=\left(v_{1}, \ldots, v_{k}\right)$ and each $v_{i}$ is defined on the set of agents $A g=\left\{a g_{1}, \ldots, a g_{n}\right\}$, can be treated as an information system $\mathscr{A}(S)$ with the set of objects $A g$ and the set of attributes $\left\{v_{1}, \ldots, v_{k}\right\}$. The discernibility degree between agents $a g$ and $a g^{\prime}$ in $S$ can be defined by
where $a g, a g^{\prime} \in A g$ and $\cdot$ denotes the absolute value.
Now, one can consider reducts of $\mathscr{A}(S)$ relative to the discernibility degrees defined by disc $c_{S}$. For example, one can consider agents $a g, a g^{\prime}$ as discernible if

$$
\operatorname{disc}_{S}\left(a g, a g^{\prime}\right) \geqslant t r
$$

where $t r$ is a given threshold. ${ }^{17}$ Any reduct $R \subseteq V$ of $S$ is a minimal set of voting functions preserving on $R$ to a degree at least $t r$ the discernibility in voting between any two agents which are discernible on $V$ to degree at least $t r$. All voting functions from $V-R$ are dispensable with respect to such a preservation of discernibility degrees between agents.

Reducts of the information system $\mathscr{A}_{T}(S)$ with the universe of objects equal to $\left\{v_{1}, \ldots, v_{k}\right\}$ and attributes defined by agents and voting functions by $a g(v)=v(a g)$, for $a g \in A g$ and $v \in V$, can be considered in an analogous way. The discernibility degree between voting functions can be defined, e.g., by

$$
\begin{equation*}
\operatorname{disc}\left(v, v^{\prime}\right)=\left|\operatorname{Con}\left(S_{v}\right)-\operatorname{Con}\left(S_{v^{\prime}}\right)\right|, \tag{21}
\end{equation*}
$$

and it can be used to measure the difference between voting functions $v$ and $v^{\prime}$.
Any reduct $R$ of $\mathscr{A}_{T}(S)$ is a minimal set of agents preserving on $R$ to a degree at least $t r$ the discernibility degree between any two voting functions which are discernible on $A g$ to degree at least $t r$.

In our next example, we extend the model of conflict by adding a set $A$ of (condition) attributes used to describe the situations in terms of values of attributes from $A$. The set of given situations is denoted by $U$. In this way, we have defined an information system $(U, A)$. Let us assume that there is also given a set of agents $A g$. Each agent $a g \in A g$ has access to a subset $A_{a g} \subseteq A$ of condition attributes. Moreover, we assume that $A=\cup_{a g \in A_{g}} A_{a g}$. We assume that there is also defined a decision attribute $d$ on $U$ such that $d(s)$ is a conflict situation $S=(s, V)$, where $V=\left(v_{1}, \ldots, v_{k}\right)$. Observe that $S=(s, V)$ can be represented by a matrix

$$
\left[v_{i}\left(a g_{j}\right)\right]_{i=1, \ldots, n ; j=1, \ldots, k},
$$

where $v_{i}\left(a g_{j}\right)$ is the result of voting by $j$ th agent on the $i$ th issue. Such a matrix is a compound decision ${ }^{18}$ corresponding to $s$. For the constructed decision system ( $U, A, d$ ) one can use, e.g., the function given by (19) to measure conflict degrees of situations from $U$. Let us mention one more kind of reducts which have a natural interpretation in conflict analysis. Such reducts preserve the discernibility between any two $A$-discernible situations such that the absolute value of the difference between corresponding to them conflict degrees is at least equal $t r$, where $t r$ is a given threshold.

The described decision table can also be used in conflict resolution. We would like to illustrate this possibility. First, let us recall some notation. For $B \subseteq A$, we denote by $\operatorname{Inf} f_{B}(s)$ the $B$-signature of the situation $s$, i.e., the set $\{(a, a(s)): a \in A\}$. Let $\operatorname{INF}(B)=\left\{\operatorname{Inf}_{B}(s): s \in U\right\}$. Let us also assume, that for each agent $a g \in A g$ there is given a similarity relation $\tau_{a g} \subseteq \operatorname{INF}\left(A_{a g}\right) \times \operatorname{INF}\left(A_{a g}\right)$. In terms of these similarity relations one can consider the problem of conflict resolution relative to a given threshold $t r$ in a given situation $s$ described by $\operatorname{Inf}_{A}(s)$. This is a searching problem for a situation $s^{\prime}$, if such a situation exists, satisfying the following conditions:
(1) $\operatorname{Inf} f_{A}\left(s^{\prime}\right) \mid A_{a g} \in \tau_{a g}\left(\operatorname{Inf}_{A_{a g}}(s)\right)$, where $\tau_{a g}\left(\operatorname{Inf}_{A_{a g}}(s)\right)$ is the tolerance class of $\operatorname{Inf} f_{A_{a g}}(s)$ with respect to $\tau_{a g}$ and $\operatorname{Inf}_{A}\left(s^{\prime}\right) \mid A_{a g}$ denotes the restriction of $\operatorname{Inf} f_{A}\left(s^{\prime}\right)$ to $A_{a g}$.

[^12](2) $\operatorname{Inf}_{A}\left(s^{\prime}\right)$ satisfies given local constraints (e.g., specifying coexistence of local situations [21,96,123]) and given global constraints (e.g., specifying quality of global situations [21]).
(3) The conflict degree in the conflict situation $d\left(s^{\prime}\right),{ }^{19}$ measured by means of the chosen conflict measure, ${ }^{20}$ is at most $t r$.

In searching for conflict resolution one can apply methods based on Boolean reasoning (see Section 2 and [21]).

We have proposed changes in the acceptability by agents to be expressed by similarity relations. Observe that in real-life applications, these similarities are more compound than it was suggested above, i.e., they are not defined directly by sensory concepts describing situations. However, they are often specified by high level concepts (see, e.g., [49,91,116]). These high level concepts can be vague, and they are linked with the sensory concepts describing situations by means of a hierarchy of other vague concepts. Approximation of vague concepts in the hierarchy and dependencies between them (see [91]) makes it possible to approximate the similarity relations. This allows us to develop searching methods for acceptable value changes of sensory concepts preserving similarities (constraints) specified over high level vague concepts. One can also introduce some costs of changes of local situations by agents and search for new situations accessible under minimal or sub-minimal costs.

Using the rough set approach to conflict resolution and negotiations between agents, one can also consider more advanced models in which actions and plans performed by agents or their teams are involved in negotiations and conflict resolution. This is one of many interesting directions for further research study of the relationships between rough sets and conflicts.

## 4. Conclusions

We have discussed the methodology based on discernibility and Boolean reasoning for efficient computation of different entities including reducts and decision rules. We have also outlined a promising research direction based on approximate Boolean reasoning. Exemplary applications of the developed methods used for solving problems in pattern recognition, machine learning, and data mining are included.

We have also presented an approach to conflict analysis based on rough sets. This approach is based on properties of (in)discernibility.
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[^1]:    ${ }^{1}$ That is, without the necessity of generation and storing of the discernibility matrices.
    ${ }^{2}$ For simplicity, we consider decision systems with one decision.

[^2]:    ${ }^{3}$ Recall that $[x]_{B}$, where $x \in U$, denotes the equivalence class of the relation $I(B)$ which contains $x$.

[^3]:    ${ }^{4}$ Recall that the coefficient $\gamma(X, Y)$ expresses the degree of dependency between sets of attributes $X$ and $Y$ (see [92]).
    ${ }^{5}$ There are public domain software packages, for instance the Rses system (for references see, e.g., [14] and http://logic.mimuw.edu.pl/ $\sim \mathrm{rses} /$ ), which offer software that may be used to solve the attribute selection problem.

[^4]:    ${ }^{6} \mathbb{R}$ denotes the set of real numbers.

[^5]:    ${ }^{7}$ The introduced variables serve to discern between pairs of objects w.r.t. an attribute $a$.
    ${ }^{8}$ The colorability problem is solvable in polynomial time for $k=2$, but remains NP-complete for all $k \geqslant 3$. But, similarly to discretization, one can apply some efficient search heuristics for generating (sub-) optimal partitions.

[^6]:    ${ }^{9}$ A decision rule $\varphi \Rightarrow \psi$ is True in $\mathscr{A}$ if and only if $\|\varphi\|_{\mathscr{A}} \subseteq\|\psi\|_{\mathscr{A}}$.

[^7]:    ${ }^{10}$ In fact, here we consider a distance to be small if it causes a dangerous situation, and to be large if the situation is safe.
    ${ }^{11}$ Of course, real-life sample data would consist of hundreds or thousands of examples.
    ${ }^{12}$ In practical applications one would have to discretize $A D$ before extracting rules.

[^8]:    $\overline{{ }^{13} \text { Association between attributes are also studied using association reducts [117]. }}$

[^9]:    ${ }^{14}$ This assumption is satisfied in some existing database management systems.

[^10]:    ${ }^{15}$ The minimization means that $\left|L_{i}\left(a, c_{j}\right)-R_{i}\left(a, c_{j}\right)\right|=\min _{1 \leqslant k \leqslant N}\left|L_{i}\left(a, c_{k}\right)-R_{i}\left(a, c_{k}\right)\right|$.

[^11]:    ${ }^{16}$ For simplicity, the neutrality is not shown explicitly in the graph.

[^12]:    ${ }^{17}$ To compute such reducts one can follow the method presented in [114], assuming that any entry of the discernibility matrix corresponding to $\left(a g, a g^{\prime}\right)$ with $\operatorname{disc}\left(a g, a g^{\prime}\right)<t r$ is empty and the remaining entries are families of all minimal subsets of $V$ on which the discernibility between $\left(a g, a g^{\prime}\right)$ is at least equal to $\operatorname{tr}[21]$.
    ${ }^{18}$ For references to other papers on compound decision the reader is referred, e.g., to $[6,8]$.

[^13]:    ${ }^{19}$ Let us observe that $s^{\prime}$ is not necessarily in $U$. In such a case, the value $d\left(s^{\prime}\right)$ should be predicted by the classifier induced from $(U, A, d)$.
    ${ }^{20}$ For example, one can consider (19).

