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Abstract. Basic rules of inference used in classical logic are Modus Ponens (MP) and Modus Tollens (MT). These two reasoning patterns start from some general knowledge about reality, expressed by true implication, "if $\Phi$ then $\Psi$". Then basing on true premise $\Phi$ we arrive at true conclusion $\Psi$ (MP), or from negation of true conclusion $\Psi$ we get negation of true premise $\Phi$ (MT).

In reasoning from data (data mining) we also use rules "if $\Phi$ then $\Psi$", called decision rules, to express our knowledge about reality, but in this case the meaning of the expression is different. It does not express general knowledge but refers to partial facts. Therefore decision rules are not true or false but probable (possible) only.

In this paper we compare inference rules and decision rules in the context of decision networks, proposed by the author as a new approach to analyze reasoning patterns in data.
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1 Introduction

Basic rules of inference used in classical logic are Modus Ponens (MP) and Modus Tollens (MT). These two reasoning patterns start from some general knowledge about reality, expressed by true implication, "if $\Phi$ then $\Psi$". Then basing on true premise $\Phi$ we arrive at true conclusion $\Psi$ (MP), or if negation of conclusion $\Psi$ is true we infer that negation of premise $\Phi$ is true (MT).

In reasoning from data (data mining) we also use rules "if $\Phi$ then $\Psi$", called decision rules, to express our knowledge about reality, but the meaning of decision rules is different. It does not express general knowledge but refers to partial facts. Therefore decision rules are not true or false but probable (possible) only.

In this paper we compare inference rules and decision rules in the context of decision networks, proposed by the author as a new approach to analyze reasoning patterns in data.

Decision network is a set of logical formulas $\mathcal{F}$ together with a binary relation over the set $\mathcal{R} \subseteq \mathcal{F} \times \mathcal{F}$ of formulas, called a consequence relation. Elements of...
the relation are called decision rules. The decision network can be perceived as a directed graph, nodes of which are formulas and branches – are decision rules. Thus the decision network can be seen as a knowledge representation system, revealing data structure of a data base.

Discovering patterns in the database represented by a decision network boils down to discovering some patterns in the network. Analogy to the modus ponens and modus tollens inference rules will be shown and discussed.

2 Decision Networks

In this section we give after [3] basic notations of decision networks.

Let \( U \) be a non empty finite set, called the universe and let \( \Phi, \Psi \) be logical formulas. The meaning of \( \Phi \) in \( U \), denoted by \(|\Phi|\), is the set of all elements of \( U \), that satisfies \( \Phi \) in \( U \). The truth value of \( \Phi \) denoted \( \text{val}(\Phi) \) is defined as \( \text{card}|\Phi|/\text{card}(U) \), where \( \text{card}X \) denotes cardinality of \( X \) and can be interpreted as probability that \( \Phi \) is true [1].

By decision network over \( S = (U,F) \) we mean a pair \( N = (F,R) \), where \( R \subseteq F \times F \) is a binary relation, called a consequence relation.

Any pair \((\Phi,\Psi)\in R, \Phi \neq \Psi\) is referred to as a decision rule (in \( N \)).

We assume that \( S \) is known and we will not refer to it in what follows.

A decision rule \((\Phi,\Psi)\) will be also presented as an expression \( \Phi \rightarrow \Psi \), read if \( \Phi \) then \( \Psi \), where \( \Phi \) and \( \Psi \) are referred to as premise (conditions) and conclusion (decisions) of the rule, respectively.

If \( \Phi \rightarrow \Psi \) is a decision rule, then \( \Psi \rightarrow \Phi \) will be called an inverted decision rule. If we invert all decision rules in a decision network, than the resulting decision network will be called inverted.

The number \( \text{supp}(\Phi,\Psi) = \text{card}(|\Phi \land \Psi|) \) will be called a support of the rule \( \Phi \rightarrow \Psi \). We will consider nonvoid decision rules only, i.e., rules such that \( \text{supp}(\Phi,\Psi) \neq 0 \).

With every decision rule \( \Phi \rightarrow \Psi \) we associate its strength defined as

\[
\text{str}(\Phi,\Psi) = \frac{\text{supp}(\Phi,\Psi)}{\text{card}(U)}. \tag{1}
\]

Moreover, with every decision rule \( \Phi \rightarrow \Psi \) we associate the certainty factor defined as

\[
\text{cer}(\Phi,\Psi) = \frac{\text{str}(\Phi,\Psi)}{\text{val}(\Phi)} \tag{2}
\]

and the coverage factor of \( \Phi \rightarrow \Psi \)

\[
\text{cov}(\Phi,\Psi) = \frac{\text{str}(\Phi,\Psi)}{\text{val}(\Psi)}, \tag{3}
\]

where \( \text{val}(\Phi) \neq 0 \) and \( \text{val}(\Psi) \neq 0 \).

We assume that

\[
\text{val}(\Phi) = \sum_{\Psi \in \text{Con}(\Phi)} \text{str}(\Phi,\Psi) \tag{4}
\]
\[
\text{val}(\Psi) = \sum_{\Phi \in \text{Pre}(\Psi)} \text{str}(\Phi, \Psi),
\]

where \(\text{Con}(\Phi)\) and \(\text{Pre}(\Psi)\) are sets of all conclusions and premises of the corresponding formulas respectively.

Consequently we have
\[
\sum_{\text{Con}(\Phi)} \text{car}(\phi, \Psi) = \sum_{\text{Pre}(\Psi)} \text{cov}(\Phi, \Psi) = 1
\]

If a decision rule \(\Phi \rightarrow \Psi\) uniquely determines decisions in terms of conditions, i.e., if \(\text{cer}(\Phi, \Psi) = 1\), then the rule is certain, otherwise the rule is uncertain.

If a decision rule \(\Phi \rightarrow \Psi\) covers all decisions, i.e., if \(\text{cov}(\Phi, \Psi) = 1\) then the decision rule is total, otherwise the decision rule is partial.

Immediate consequences of (2) and (3) are:
\[
\text{cer}(\Phi, \Psi) = \frac{\text{cov}(\Phi, \Psi) \text{val}(\Psi)}{\text{val}(\Phi)},
\]
\[
\text{cov}(\Phi, \Psi) = \frac{\text{cer}(\Phi, \Psi) \text{val}(\Phi)}{\text{val}(\Psi)}.
\]

Note, that (7) and (8) are Bayes’ formulas. This relationship first was observed by Lukasiewicz [1].

Any sequence of formulas \(\Phi_1 \ldots \Phi_n\), \(\Phi_i \in \mathcal{F}\) and for every \(i, 1 \leq i \leq n - 1\), \((\Phi_i, \Phi_{i+1}) \in \mathcal{R}\) will be called a path from \(\Phi_1\) to \(\Phi_n\) and will be denoted by \([\Phi_1 \ldots \Phi_n]\).

We define
\[
\text{cer}[\Phi_1 \ldots \Phi_n] = \prod_{i=1}^{n-1} \text{cer}[\Phi_i, \Phi_{i+1}],
\]
\[
\text{cov}[\Phi_1 \ldots \Phi_n] = \prod_{i=1}^{n-1} \text{cov}[\Phi_i, \Phi_{i+1}],
\]
and
\[
\text{str}[\Phi_1 \ldots \Phi_n] = \text{val}(\Phi_1) \text{cer}[\Phi_1 \ldots \Phi_n] = \text{val}(\Phi_n) \text{cov}[\Phi_1 \ldots \Phi_n].
\]

The set of all paths form \(\Phi\) to \(\Psi\), denoted \(<\Phi, \Psi>\), will be called a connection form \(\Phi\) to \(\Psi\).

For connection we have
\[
\text{cer} < \Phi, \Psi >= \sum_{[\Phi \ldots \Psi] \in <\Phi, \Psi>} \text{cer}[\Phi \ldots \Psi],
\]
\[
\text{cov} < \Phi, \Psi >= \sum_{[\Phi \ldots \Psi] \in <\Phi, \Psi>} \text{cov}[\Phi \ldots \Psi],
\]
\[
\text{str} < \Phi, \Psi > = \sum_{[\Phi \cdots \Psi] \in <\Phi, \Psi>} \text{str}[\Phi \cdots \Psi] = \text{val}(\Phi) \text{cer} < \Phi, \Psi > = \text{val}(\Psi) \text{cov} < \Phi, \Psi > .
\] (14)

With every decision network we can associate a flow graph [2, 3]. Formulas of the network are interpreted as nodes of the graph, and decision rules – as directed branches of the flow graph, whereas strength of a decision rule is interpreted as flow of the corresponding branch.

3 Rough Modus Ponens and Rough Modus Tollens

Classical rules of inference used in logic are Modus Ponens and Modus Tollens, which have the form

\[
\text{if } \Phi \rightarrow \Psi \text{ is true and } \Phi \text{ is true then } \Psi \text{ is true}
\]

and

\[
\text{if } \Phi \rightarrow \Psi \text{ is true and } \sim \Psi \text{ is true then } \sim \Phi \text{ is true}
\]

respectively.

Modus Ponens allows us to obtain true consequences from true premises, whereas Modus Tollens yields true negation of premise from true negation of conclusion.

In reasoning about data (data analysis) the situation is different. Instead of true propositions we consider propositional functions, which are true to a "degree", i.e., they assume truth values which lie between 0 and 1, in other words, they are probable, not true.

Besides, instead of true inference rules we have now decision rules, which are neither true nor false. They are characterized by three coefficients, strength, certainty and coverage factors. Strength of a decision rule can be understood as a counterpart of truth value of the inference rule, and it represents frequency of the decision rule in a database.

Thus employing decision rules to discovering patterns in data boils down to computation probability of conclusion in terms of probability of the premise and strength of the decision rule, or – the probability of the premise from the probability of the conclusion and strength of the decision rule.

Hence, the role of decision rules in data analysis is somehow similar to classical inference patterns, as shown by the schemes below.

Two basic rules of inference for data analysis are as follows:
if $\Phi \rightarrow \Psi$ has $\text{cer}(\Phi, \Psi)$ and $\text{cov}(\Phi, \Psi)$
and $\Phi$ is true with the probability $\text{val}(\Phi)$
then $\Psi$ is true with the probability $\text{val}(\Psi) = \alpha \cdot \text{val}(\Phi)$.

Similarly

if $\Phi \rightarrow \Psi$ has $\text{cer}(\Phi, \Psi)$ and $\text{cov}(\Phi, \Psi)$
and $\Psi$ is true with the probability $\text{val}(\Psi)$
then $\Phi$ is true with the probability $\text{val}(\Phi) = \alpha^{-1} \cdot \text{val}(\Phi)$.

The above inference rules can be considered as counterparts of Modus Ponens and Modus Tollens for data analysis and will be called Rough Modus Ponens (RMP) and Rough Modus Tollens (RMT), respectively.

There are however essential differences between MP (MT) and RMP (RMT).

First, instead of truth values associated with inference rules we consider certainly and coverage factors (conditional probabilities) assigned to decision rules.

Second, in the case of decision rules, in contrast to inference rules, truth value of a conclusion (RMP) depends not only on a single premise but in fact depends on truth values of premises of all decision rules having the same conclusions. Similarly, for RMT.

Let us also notice that inference rules are transitive, i.e., if $\Phi \rightarrow \Psi$ and $\Psi \rightarrow \Theta$ then $\Phi \rightarrow \Theta$ and decision rules are not. If $\Phi \rightarrow \Psi$ and $\Psi \rightarrow \Theta$, then we have to compute the certainty, coverage and strength of the rule $\Phi \rightarrow \Theta$, employing formulas (9), (10), (12) and (13).

This shows clearly the difference between reasoning patterns using classical inference rules in logical reasoning and using decision rules in reasoning about data.

4 An Example

Suppose that three models of cars $\Phi_1$, $\Phi_2$ and $\Phi_3$ are sold to three disjoint groups of customers $\Theta_1$, $\Theta_2$ and $\Theta_3$ through four dealers $\Psi_1$, $\Psi_2$, $\Psi_3$ and $\Psi_4$.

Moreover, let us assume that car models and dealers are distributed as shown in Fig. 1.

Applying RMP to data shown in Fig. 1 we get results shown in Fig. 2. In order to find how car models are distributed among customer groups we have to compute all connections among cars models and consumers groups, i.e., to apply RMP to data given in Fig. 2. The results are shown in Fig. 3.

For example, we can see from the decision network that consumer group $\Theta_2$ bought 21% of car model $\Phi_1$, 35% of car model $\Phi_2$ and 44% of car model $\Phi_3$.

Conversely, for example, car model $\Phi_1$ is distributed among customer groups as follows: 31% cars bought group $\Theta_1$, 57% group $\Theta_2$ and 12% group $\Theta_3$. 

Fig. 1. Car and dealer distribution

Fig. 2. Strength, certainty and coverage factors
5 Conclusion

In this paper we compare inference rules and decision rules. Both are expressions in form "if $\Phi$ then $\Psi$" but the meaning of these rules in different. We study the differences and show how they work in logical inference and data analysis, respectively.
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