Abstract: Rough set theory is a new mathematical approach to vagueness and uncertainty. The theory has found many interesting applications and can be viewed as a new methodology of data analysis. In this paper basic concepts of rough set theory will be defined and the methodology of applications briefly discussed. A tutorial illustrative example will be used to make the introduced notions more intuitive.

1. Introduction

Rough set theory is a new mathematical approach to vagueness and uncertainty. Practically the theory can be viewed as a new method of data analysis. Rough set based data analysis starts from a data set organized in a form of a data table. Rows of the table describe objects of interest by means of attribute values. Objects characterized by the same attribute values are indiscernible. The indiscernibility relation is the mathematical basis of rough set theory. Any set of all indiscernible (similar) objects is called an elementary set, or granule (atom) and can be understand a basic knowledge about the universe. Any union of some elementary sets is referred to as a crisp (precise) set - otherwise the set is rough (imprecise, vague). Each rough set has boundary-line cases, i.e., objects which cannot be with certainty classified, by employing the available knowledge, as members of the set or its complement. Thus rough sets, in contrast to precise sets, cannot be characterized in terms of information about their elements.

With any rough set a pair of precise sets - called the lower and the upper approximation of the rough set is associated. The lower approximation consists of all objects which surely belong to the set and the upper approximation contains all objects which possibly belong to the set. The difference between the upper and the lower approximation constitutes the boundary region of the rough set. Approximations are basic operations in rough set theory.

Rough set theory seems to be of fundamental importance to AI and cognitive sciences, especially in the areas of machine learning, knowledge acquisition, decision analysis, knowledge discovery from databases, expert systems, inductive reasoning and pattern recognition. It seems of particular importance to data analysis. Rough set theory has been applied to many real-life problems in medicine, pharmacology, engineering, banking, financial and market analysis, and others.

Rough set approach to data analysis has many important advantages. Some of them are listed below.

− Provides efficient algorithms for finding hidden patterns in data.
This paper gives rudiments of rough set theory. The basic concepts of the theory are illustrated by a simple tutorial example. In order to tackle many sophisticated real-life problems the theory has been generalized in various ways but we will not discuss these generalizations here.

Rudiments of the theory can be found in [1, 2, 3]. Various applications and extensions of the theory are discussed in [5, 6, 7, 8].

2. Information systems

Starting point of rough set based data analysis is a data set, called an information system. An information system is a data table, whose columns are labeled by attributes, rows are labeled by objects of interest and entries of the table are attribute values.

Formally, by an information system is a pair $S = (U, A)$, where $U$ and $A$, are finite, nonempty sets called the universe, and the set of attributes, respectively. With every attribute $a \in A$ we associate a set $V_a$, of its values, called the domain of $a$. Any subset $B$ of $A$ determines a binary relation $I(B)$ on $U$, which will be called an indiscernibility relation, and is defined as follows: $(x, y) \in I(B)$ if and only if $a(x) = a(y)$ for every $a \in A$, where $a(x)$ denotes the value of attribute $a$ for element $x$. Obviously $I(B)$ is an equivalence relation.

The family of all equivalence classes of $I(B)$, i.e., a partition determined by $B$, will be denoted by $U/I(B)$, or simply by $U/B$; an equivalence class of $I(B)$, i.e., block of the partition $U/B$, containing $x$ will be denoted by $B(x)$.

If $(x, y)$ belongs to $I(B)$ we will say that $x$ and $y$ are $B$-indiscernible (indiscernible with respect to $B$). Equivalence classes of the relation $I(B)$ (or blocks of the partition $U/B$) are referred to as $B$-elementary sets or $B$-granules.

If we distinguish in an information system two disjoint classes of attributes, called condition and decision attributes, respectively, then the system will be called a decision table and will be denoted by $S = (U, C, D)$, where $C$ and $D$ are disjoint sets of condition and decision attributes, respectively.

An example of an information system is shown in Table 1.
In Table 1 six facts concerning a hundred cases of driving a car in various weather conditions are presented. In the table weather, road and time, are condition attributes, represent driving conditions, accident, is a decision attribute, giving information whether an accident has occurred or not. N is the number of similar cases.

Each row of the decision table determines a decision obeyed when specified conditions are satisfied.

3. Approximation

Suppose we are given an information system $S = (U, A)$, $X \subseteq U$, and $B \subseteq A$. Our task is to describe the set $X$ in terms of attribute values from $B$. To this end we define two operations assigning to every $X \subseteq U$ two sets $B_l(X)$ and $B_u(X)$ called the B-lower and the B-upper approximation of $X$, respectively, and defined as follows:

$$B_l(X) = \bigcup_{x \in U} \{ B(x) : B(x) \subseteq X \}$$

(1)

$$B_u(X) = \bigcap_{x \in U} \{ B(x) : B(x) \cap X \neq \emptyset \}$$

(2)

Hence, the $B$-lower approximation of a set is the union of all $B$-granules that are included in the set, whereas the $B$-upper approximation of a set is the union of all $B$-granules that have a nonempty intersection with the set. The set

$$BN_d(X) = B_u(X) - B_l(X)$$

(3)

will be referred to as the $B$-boundary region of $X$.

If the boundary region of $X$ is the empty set, i.e., $BN_d(X) = \emptyset$, then $X$ is crisp (exact) with respect to $B$; in the opposite case, i.e., if $BN_d(X) \neq \emptyset$, $X$ is referred to as rough (inexact) with respect to $B$.

For example, the lower approximation of the set of accident $\{1, 2, 3, 5\}$ is the set $\{1, 2, 5\}$; the upper approximation of this set is the set $\{1, 2, 3, 5, 6\}$, and the boundary region is the set $\{3, 6\}$.
4. Dependency of attributes and reducts

Important concept in rough set theory is the dependency between attributes. Intuitively, a set of attributes \( D \) depends totally on a set of attributes \( C \), denoted \( C \Rightarrow D \), if all values of attributes from \( D \) are uniquely determined by values of attributes from \( C \). In other words, \( D \) depends totally on \( C \) if there exists a functional dependency between values of \( C \) and \( D \).

Formally dependency can be defined in the following way. Let \( D \) and \( C \) be subsets of \( A \).

We will say that \( D \) depends on \( C \) in the degree \( k \) \((0 \leq k \leq 1)\), denoted \( C \Rightarrow_k D \), if

\[
k = \gamma(C, D) = \frac{\text{card}(\text{POS}_C(D))}{\text{card}(U)},
\]

where

\[
\text{POS}_C(D) = \bigcup_{X \subseteq U/D} C(X),
\]

called a positive region of the partition \( U/D \) with respect to \( C \), is the set of all elements of \( U \) that can be uniquely classified to blocks of the partition \( U/D \), by means of \( C \).

Obviously

\[
\gamma(C, D) = \sum_{X \subseteq U/D} \frac{\text{card}(C(X))}{\text{card}(U)}
\]

If \( k = 1 \) we say that \( D \) depends totally on \( C \), and if \( k < 1 \), we say that \( D \) depends partially (in the degree \( k \)) on \( C \). The degree of dependency \( \gamma(C, D) \) can be also understood as a consistency measure of the decision table \( S = (U, C, D) \).

The coefficient \( k \) expresses the ratio of all elements of the universe, which can be properly classified to blocks of the partition \( U/D \), employing attributes \( C \) and will be called the degree of the dependency.

Important task in rough set based data analysis is data reduction.

Let \( C, D \subseteq A \), be sets of condition and decision attributes respectively. We will say that \( C' \subseteq C \) is a \( D \)-reduct (reduct with respect to \( D \)) of \( C \), if \( C' \) is a minimal subset of \( C \) such that

\[
\gamma(C, D) = \gamma(C', D).
\]

The intersection of all \( D \)-reducts is called a \( D \)-core (core with respect to \( D \)).

Because the core is the intersection of all reducts, it is included in every reduct, i.e., each element of the core belongs to some reduct. Thus, the non-empty core consists of the most important subset of attributes, for none of its elements can be removed without affecting the classification power of attributes.

It is easy to compute that there are two reducts \{\text{weather, road}\} and \{\text{weather, time}\} of condition attributes in the information system given in Table 1. Thus the core is the attribute \text{weather}. 
5. Decision rules

In this section we define a formal language which will be used for description of properties of data in a data table. The language will consist of implications in the form "if ... then..." called decision rules. Decision rules are closely associated with approximations, which will be discussed in the sequel.

Let $S = (U, A)$ be an information system. With every $B \subseteq A$ we associate a formal language, i.e., a set of formulas $For(B)$. Formulas of $For(B)$ are built up from attribute-value pairs $(a, v)$ where $a \in B$ and $v \in V_a$ by means of logical connectives $\land$ (and), $\lor$ (or), $\neg$ (not) in the standard way.

For any $\Phi \in For(B)$ by $||\Phi||_S$ we denote the set of all objects $x \in U$ satisfying $\Phi$ in $S$ and refer to as the meaning of $\Phi$ in $S$.

The meaning $||\Phi||_S$ of $\Phi$ in $S$ is defined inductively as follows: $|| (a, v) ||_S = \{ x \in U : a(v) = x \}$ for all $a \in B$ and $v \in V_a$, $|| \Phi \lor \Psi ||_S = || \Phi ||_S \cup || \Psi ||_S$, $|| \Phi \land \Psi ||_S = || \Phi ||_S \cap || \Psi ||_S$, $|| \neg \Phi ||_S = U - || \Phi ||_S$.

A formula $\Phi$ is true in $S$ if $||\Phi||_S = U$.

A decision rule in $S$ is an expression $\Phi \rightarrow \Psi$, read if $\Phi$ then $\Psi$, where $\Phi \in For(C)$, $\Psi \in For(D)$ and $C, D$ are condition and decision attributes, respectively; $\Phi$ and $\Psi$ are referred to as conditions and decisions of the rule, respectively.

card $(|| \Phi \land \Psi ||_S)$ will be called the support of the rule in $S$ and will be denoted by $supp_S(\Phi, \Psi)$.

The number

$$\sigma_S(\Phi, \Psi) = \frac{supp_S(\Phi, \Psi)}{\text{card}(U)}$$

will be called the strength of the decision rule $\Phi \rightarrow \Psi$ in $S$.

A decision rule $\Phi \rightarrow \Psi$ is true in $S$ if $||\Phi||_S \subseteq ||\Psi||_S$.

We consider a probability distribution $p_U(x) = \frac{1}{\text{card}(U)}$ for $x \in U$ where $U$ is the (non-empty) universe of objects of $S$; we have $p_U(X) = \frac{\text{card}(X)}{\text{card}(U)}$ for $X \subseteq U$. For any formula $\Phi$ we associate its probability in $S$ defined by

$$\pi_S(\Phi) = p_U(\Phi ||_S).$$

With every decision rule $\Phi \rightarrow \Psi$ we associate a conditional probability

$$\pi_S(\Psi | \Phi) = p_U(\Psi ||_S | \Phi ||_S)$$

called the certainty factor of the decision rule, denoted $cer_S(\Phi, \Psi)$ to estimate the probability of implications. We have
\[
\text{cer}_S(\Phi, \Psi) = \pi_S(\Psi|\Phi) = \frac{\text{card}(|\Phi \land \Psi|)}{\text{card}(|\Phi|)}
\]  
(11)

where \(|\Phi|_S \neq \emptyset\).

This coefficient is now widely used in data mining and is called confidence coefficient.

Obviously, \( \text{cer}_S(\Phi, \Psi) = 1 \) if and only if \( \Phi \rightarrow \Psi \) is true in \( S \).

If \( \text{cer}_S(\Phi, \Psi) = 1 \), then \( \Phi \rightarrow \Psi \) will be called a certain decision rule; if \( 0 < \text{cer}_S(\Phi, \Psi) < 1 \) the decision rule will be referred to as a uncertain decision rule.

Besides, we will also use a coverage factor of the decision rule, denoted \( \text{cov}_S(\Phi, \Psi) \), and defined by

\[
\pi_S(\Phi|\Psi) = p_S(\Phi \land \Psi) \left/ \text{card}(|\Phi|) \right. 
\]  
(12)

Obviously we have

\[
\text{cov}_S(\Phi, \Psi) = \pi_S(\Phi|\Psi) = \frac{\text{card}(|\Phi \land \Psi|)}{\text{card}(|\Psi|)}.
\]  
(13)

The certainty factors in \( S \) can be interpreted as the frequency of objects having the property \( \Psi \) in the set of objects having the property \( \Phi \) and the coverage factor - as the frequency of objects having the property \( \Phi \) in the set of objects having the property \( \Psi \).

That the certain decision rules are associated with the lower approximation, whereas the possible decision rules correspond to the boundary region of a set.

For example,

- certain rules describing accidents i.e., the lower approximation of the set of facts \{1, 2, 3, 5\} with certainty 1.00
  1) (weather, misty) \land (road, icy) \rightarrow (accident, yes)
  2) (weather, foggy) \rightarrow (accident, yes)

- uncertain rule describing accidents, i.e., the boundary region \{3, 6\} of the set of facts \{1, 2, 3, 5\} with certainty 0.25
  3) (weather, misty) \land (road, not icy) \rightarrow (accident, yes)

- certain rule describing lack of accidents , i.e., the lower approximation of the set of facts \{4, 6\} with certainty 1.00
  4) (weather, sunny) \rightarrow (accident, no)

- uncertain rule describing lack of accidents, i.e., the boundary region \{3, 6\} of the set of facts \{4, 6\} with certainty 0.75
  5) (weather, misty) \land (road, not icy) \rightarrow (accident, no)
6. Decision algorithm

A set of decision rules satisfying some conditions, discussed in what follows, will be called a decision algorithm. Decision algorithm is a logical counterpart of a decision table, and the conditions, that must be satisfied by decision rules in the decision algorithm are chosen in such a way that basic properties of the decision table are preserved.

Let \( \text{Dec}(S) = \{ \Phi_j \rightarrow \Psi_j \}_{j=1}^m \), \( m \geq 2 \), be a set of decision rules in a decision table \( S = (U, C, D) \).

1) If for every \( \Phi \rightarrow \Psi, \Phi' \rightarrow \Psi' \in \text{Dec}(S) \) we have \( \Phi = \Phi' \) or \( \| \Phi \land \Phi' \|_S = \emptyset \), and \( \Psi = \Psi' \) or \( \| \Psi \land \Psi' \|_S = \emptyset \), then we will say that \( \text{Dec}(S) \) is the set of mutually disjoint (independent) decision rules in \( S \).

2) If \( \| \bigvee_{j=1}^m \Phi_j \|_S = U \) and \( \| \bigvee_{j=1}^m \Psi_j \|_S = U \) we will say that the set of decision rules \( \text{Dec}(S) \) covers \( U \).

3) If \( \Phi \rightarrow \Psi \in \text{Dec}(S) \) and \( \| \Phi \land \Psi \|_S \neq \emptyset \) we will say that the decision rule \( \Phi \rightarrow \Psi \) is admissible in \( S \).

4) If \( \bigcup_{X \in \text{Pos}(D)} C(X) = \| \bigvee_{\Phi \in \text{Dec}^+(S)} \Phi \|_S \) where \( \text{Dec}^+(S) \) is the set of all certain decision rules from \( \text{Dec}(S) \), we will say that the set of decision rules \( \text{Dec}(S) \) preserves the consistency of the decision table \( S = (U, C, D) \).

The set of decision rules \( \text{Dec}(S) \) that satisfies 1), 2), 3) and 4), i.e., is independent, covers \( U \), preserves the consistency of \( S \) and all decision rules \( \Phi \rightarrow \Psi \in \text{Dec}(S) \) are admissible in \( S \) - will be called a decision algorithm in \( S \).

Hence, if \( \text{Dec}(S) \) is a decision algorithm in \( S \) then the conditions of rules from \( \text{Dec}(S) \) define in \( S \) a partition of \( U \). Moreover, the positive region of \( D \) with respect to \( C \), i.e., the set

\[
\bigcup_{X \in \text{Pos}(D)} C(X)
\]

(14)

is partitioned by the conditions of some of these rules, which are certain in \( S \).

An example of decision algorithm associated with Table 1 is given below:

1) (weather, misty) \land (road, icy) \rightarrow (accident, yes)
2) (weather, foggy) \rightarrow (accident, yes)
3) (weather, misty) \land (road, not icy) \rightarrow (accident, yes)
4) (weather, sunny) \rightarrow (accident, no)
5) (weather, misty) \land (road, not icy) \rightarrow (accident, no)

If \( \Phi \rightarrow \Psi \) is a decision rule then the decision rule \( \Psi \rightarrow \Phi \) will be called an inverse decision rule of \( \Phi \rightarrow \Psi \).

\( \text{Dec}^+(S) \) the set of all inverse decision rules of \( \text{Dec}(S) \) will be called an inverse decision algorithm of \( \text{Dec}(S) \).
For example, the following is the inverse decision algorithm of the decision algorithm 1)-5):

1') \(\text{(accident, yes)} \rightarrow (\text{road, icy}) \land (\text{weather, misty})\)

2') \(\text{(accident, yes)} \rightarrow (\text{weather, foggy})\)

3') \(\text{(accident, yes)} \rightarrow (\text{road, not icy}) \land (\text{weather, misty})\)

4') \(\text{(accident, no)} \rightarrow (\text{weather, sunny})\)

5') \(\text{(accident, no)} \rightarrow (\text{road, not icy}) \land (\text{weather, misty})\)

### 7. Properties of decision algorithms

Decision algorithms have interesting probabilistic properties which are discussed in this section after [4].

Let \(\text{Dec}(S)\) be a decision algorithm and let \(\Phi \rightarrow \Psi \in \text{Dec}(S)\). Then the following properties are valid:

\[
\sum_{\Phi \in \text{Dec}(\Psi)} \text{cov}_S(\Phi', \Psi) = 1 \tag{15}
\]

\[
\sum_{\Psi \in \text{Dec}(\Phi)} \text{cer}_S(\Phi, \Psi') = 1 \tag{16}
\]

\[
\pi_S(\Psi) = \sum_{\Phi \in \text{Dec}(\Psi)} \text{cer}_S(\Phi', \Psi') \cdot \pi_S(\Phi') = \sum_{\Phi \in \text{Dec}(\Psi)} \sigma_S(\Phi', \Psi) \tag{17}
\]

\[
\text{cov}_S(\Phi, \Psi) = \frac{\sum_{\Phi \in \text{Dec}(\Psi)} \text{cer}_S(\Phi', \Psi') \cdot \pi_S(\Phi')}{\sum_{\Phi \in \text{Dec}(\Psi)} \text{cer}_S(\Phi', \Psi') \cdot \pi_S(\Phi')} = \frac{\sigma_S(\Phi, \Psi)}{\pi_S(\Psi)} \tag{18}
\]

That is, any decision algorithm, and consequently any decision table, satisfies 15)-18).

Observe that (17) is the well known total probability theorem and (18) is the Bayes' theorem.

For example, the certainty and coverage factors for decision rules 1)-5) are presented in Table 2.

<table>
<thead>
<tr>
<th>rule no.</th>
<th>certainty</th>
<th>coverage</th>
<th>support</th>
<th>strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00</td>
<td>0.20</td>
<td>6</td>
<td>0.06</td>
</tr>
<tr>
<td>2</td>
<td>1.00</td>
<td>0.63</td>
<td>19</td>
<td>0.19</td>
</tr>
<tr>
<td>3</td>
<td>0.25</td>
<td>0.17</td>
<td>5</td>
<td>0.05</td>
</tr>
<tr>
<td>4</td>
<td>1.00</td>
<td>0.79</td>
<td>55</td>
<td>0.55</td>
</tr>
<tr>
<td>5</td>
<td>0.75</td>
<td>0.21</td>
<td>15</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Summing up, the decision algorithm leads to the following conclusions:

- misty weather and icy road or foggy weather surely cause accident,
- misty weather and not icy road most probably does not cause accident,
sunny weather surely does not causes accident.

The inverse decision algorithm gives the following explanations:

− if accident occured then the weather was most probably foggy,
− if accident does not occured then the weather was surely sunny.

Note that we are not referring to prior and posterior probabilities - fundamental in Bayesian data analysis philosophy.

In order to compute the certainty and coverage factors of decision rules according to formula (18) it is enough to know the strength (support) of all decision rules in the decision algorithm only. The strength of decision rules can be computed from the data or can be a subjective assessment.

8. Conclusions

In the paper basic concepts of rough set theory have been presented and briefly discussed. The theory attracted attention both theoreticians and practitioners world wide and proved to be a valuable new method of data analysis.
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