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Abstract

1 Basic Philosophy

In this talk we are going to present basic concepts of a new approach to data analysis, called rough set theory. The theory has attracted attention of many researchers and practitioners all over the world, who contributed essentially to its development and applications.

Rough set theory overlaps with many other theories, especially with fuzzy set theory, evidence theory, and Boolean reasoning methods, discriminant analysis - nevertheless it can be viewed in its own rights, as an independent, complementary, and not competing discipline.

Rough set theory is based on classification. Consider, for example, a group of patients suffering from a certain disease. With every patient a data file is associated containing information like, e.g. body temperature, blood pressure, name, age, address and others. All patients revealing the same symptoms are indiscernible (similar) in view of the available information and can be classified in blocks, which can be understood as elementary granules of knowledge about patients (or types of patients). These granules are called elementary sets or concepts, and can be considered as elementary building blocks of knowledge about patients. Elementary concepts can be combined into compound concepts, i.e. concepts that are uniquely defined in terms of elementary concepts. Any union of elementary sets is called a crisp set, and any other sets are referred to as rough (vague, imprecise). With every set X we can associate two crisp sets, called the lower and the upper approximation of X. The lower approximation of X is the union of all elementary set which are included in X, whereas the upper approximation of X is the union of all elementary set which have non-empty intersection with X. In other words the lower approximation of a set is the set of all elements that surely belongs to X, whereas the upper approximation of X is the set of all elements that possibly belong to X. The difference of the upper and the lower approximation of X is its boundary region.
Obviously a set is rough if it has non-empty boundary region; otherwise the set is crisp. Elements of the boundary region cannot be classified, employing the available knowledge, either to the set or its complement. Approximations of sets are basic operation in rough set theory.


2 Information Tables and Rough Sets

Information is often available in a form of data tables, known as information systems, attribute-value tables or information tables. Columns of an information table are labeled by attributes, rows - by objects and entries of the table are attribute values. Objects having the same attribute values are indiscernible with respect to these attributes and belong to the same block of the partition (classification) determined by the set of attributes. Basic problems in data analysis which can be tackled employing the rough set approach are the following:

- Characterization of set of objects in terms of attribute values.
- Finding dependencies (total or partial) between attributes.
- Reduction of superfluous attributes (data).
- Finding the most significance attributes.
- Decision rule generation

Rough set theory offers simple algorithms to answer the above questions and enables straightforward interpretation of obtained results.

3 Applications and Advantages

The rough set methodology has found many real-life applications in medical data analysis, finance, banking, engineering, voice recognition, image processing and others. The proposed method has many important advantages. Some of them are listed below:

- Provides efficient algorithms for finding hidden patterns in data.
- Finds minimal sets of data (data reduction).
• Evaluates significance of data.

• Generates minimal sets of decision rules from data.

• It is easy to understand and offers straightforward interpretation of results.

The method is particularly suited for parallel processing, but in order to exploit this feature fully a new hardware solutions are necessary.


4 Further Research

More than 1000 papers have been published on rough set theory and its applications till now. Despite many important theoretical contributions and extensions of the original model some essential research problems requires extensive research. Some of them are listed below:

• Rough logic, based on the concept rough truth seems to be a very important issue.

• Theory of rough relation and especially rough function is necessary in many applications.

• Comparison with many other approaches to data analysis, in particular neural networks, genetics algorithms and others.

Besides, some practical problems related with application of rough sets in many domains are of great importance.

• Discretization methods for continuous data.

• Reduction methods for a large databases.

• Decomposition of large information tables.

• Efficient and widely assessable software is necessary to further development of various applications.

• Development of rough set computer seems to be badly needed in order to exploit fully the advantages of the rough set approach to data analysis.

Besides, rough control, the application of rough set theory to control, seems to be a very promising area of application are of the rough set concept and need due attention 1,7,8,10,11,22,23,25,27.
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